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Contribution Network Data
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Abstract—Identity deception in social media applications has
negatively impacted online communities and it is likely to increase
as the social media user population grows. The ease of generating
new accounts on social media has exacerbated the issue. Many
previous studies have been posited that focused on both verbal,
non-verbal and network data produced by users in an attempt
to detect identity deception. However, although these methods
produced a high accuracy, they are mainly reactive to the issue
of identity deception. This paper proposes a proactive approach
that leverages social network data and it is focused on identity
deception prevention for online sub-communities, communities
that exist within larger communities (e.g., Facebook groups or
Subreddits). The method can be applied to various types of social
media applications and produces high accuracy in identifying
deceptive accounts at the time of attempted entry to a sub-
community. Performance results as well as limitations for the
method are presented. A discussion follows on the identification
of possible implications of this study for social media applications
and future directions on deception prevention are proposed.

Index Terms—identity, deception, prevention, network, data

I. INTRODUCTION

SOCIAL media accounts have substantially increased over
the course of the past decade [1], [2] along with an

increase of social media platforms flooding both mobile and
conventional computer systems. The increase in the number of
accounts, which is often associated with an ease of creating
online profiles on these media platforms, has attracted industry
and scientific attention in relation to aspects of online decep-
tion and in particular identity deception. Users can generate
fake profiles with objectives that vary from terrorism [3] to
scamming and trolling [4]. These malicious accounts have far
reaching consequences for the society at large as well as the
online communities that they plague.

Solutions to these types of identity deception attacks exist
with varying effects in terms of their efficiency, human labor
or computational expenses. Typically, social media rely on the
sheer numbers of their legitimate community members and
administrators to identify malicious accounts. However, this is
a labor intensive strategy that has been demonstrated to have
a limited effectiveness. Many accounts can remain undetected
for months or even years depending on how sophisticated
the identity deception attack is [5]. The ability for users to
generate new accounts with ease exacerbates the problem.
Computational solutions for identity deception detection have
also been proposed with varying computational overhead,
accuracy as well as complexity of implementation [5], [6], [7].
These solutions focus on verbal and non-verbal approaches
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to identity deception detection. Non-verbal approaches such
as user activity and similar behavioral patterns (rather than
text) have demonstrated high success rates in identity de-
ception within both offline [8] and online contexts [5], [9].
Nevertheless, all of the aforementioned examples involve a
reactive approach in dealing with identity deception. An alter-
native approach is focusing on deception prevention instead of
deception detection. Although identity deception prevention
solutions have not been sufficiently addressed by literature,
they have been speculated to be more effective in their
applications with online social networks [10]. The particular
problem examined in this paper focuses on preventing access
to a sub-community when a user has been active and otherwise
potentially appearing legitimate to a larger community or
platform. Examples of such sub-communities are Facebook’s
groups and Reddit’s subreddits.

The main contributions of this work can be summarized as
follows:

• This paper introduces an approach that focuses on the
domain of deception prevention using social network
data. Past methods have used social network data (e.g.,
friendship network) for deception detection purposes es-
pecially in cases of Sybil attacks (e.g., a user creating
multiple accounts to elevate their rank in the network)
[11], [12], [13]. The method presented in this paper
utilizes social network data (in particular common con-
tribution network) in order to establish a community’s
profile (baseline behavior) and prevent identity deception.
It is aimed at uncovering behaviors related to cases of
vandalism and scamming in sub-communities as opposed
to larger network Sybil attacks in past studies. This
is achieved by establishing a new user’s “fit” with the
overall sub-community’s profile

• The approach ensures that malicious accounts can be
barred from participating in a community before at-
tempting to deceive others. Additionally, the approach
presents a more complex obstacle for the deceivers since
replicating social fit in a common contribution network
involves substantial effort.

• To demonstrate the accuracy and feasibility of the pro-
posed method, this study utilizes publicly available data
for a large social media community, Reddit. While Reddit
data are used as a proof of concept, the method can be ap-
plied to other social media platforms classifications [14]
within certain contexts that allow for sub-communities to
exist within large communities.

The rest of the paper is organized as follows. In section II,
an overview on deception and identity deception is presented
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along with a discussion on current identity deception detection,
as well as prevention methods. The goal is to frame the work
in relation to the larger deception work that has been done in
the field. This aims to introduce some of the unique research
contributions of utilizing the method proposed in this paper.
In section III, the proposed method is described. Section IV
presents the performance results for the proposed method.
Finally, Section V introduces the implications of the proposed
method and proposes future directions for identity deception
prevention in the social media domain.

II. RELATED WORKS

A. Deception and Identity Deception
Deception is the deliberate transfer of false information to

a recipient that is not aware that the information received
has been falsified [7], [15]. It is often seen as a way for a
deceiver to achieve goal-driven (instrumental), relationship-
drive (relational) or identity driven objectives [16]. The intent
associated with a deceptive action can be benign or hostile
[17]. Factors that can affect the deceiver, and as a consequence
deception success, include a deceiver’s expectations, goals,
motivations, his/her relation to a target as well as a target’s
degree of suspicion [16]. Others have also suggested that the
moral cost for a deceiver can affect the likelihood of engaging
in deception [18].

Online, deception can also be affected by the medium [9].
This often refers to software design where one can influence
factors such as the perceived level of security that a system
provides, or solutions that provide enhanced assurances and
trust for online users [19]. Other factors also relate to the
Information Communication Technology (ICT) literacy of vic-
tims where the knowledge of technology and related security
aspects can provide clues to deception [9], [19].

Online deceptive attacks are categorized under three major
components: content manipulation, channel manipulation and
identity manipulation [9]. Most commonly a combination of
these attacks can make the overall deception more effective.
For example, in online social networks, scamming will often
involve a combination of identity and content deception [10].

Identity deception is of a particular interest to the study
involved in this paper. A deceiver’s goal is to manipulate the
sender information with the intent for identity concealment
(e.g., concealing or altering part of an individual’s identity),
identity theft (e.g., mimicking another individual’s identity)
or identity forgery (e.g., forging a fictional identity) [7],
[20]. The latest category is a common attempt of identity
deception found in social media [5]. Individuals are often
enabled to create an unlimited number of accounts on a social
media platform with limited identity verification requirements.
This allows for deceivers to achieve identity forgery more
easily. However, it should be noted that identity forgery does
not necessarily imply malicious intent. There are legitimate
reasons for an individual to hide their identity in respect to
protecting their privacy. As such, identity forgery may be a
desired approach for achieving this objective. Nevertheless,
commonly, social media platforms are plagued by individuals
that abuse this option in order to achieve malicious objectives.
These are the particular cases that are the focus of this study.

B. Deception Prevention

Alternatives to reactive approaches in deception detection
have been proposed [9], [10]. These focus on proactively
disabling the ability of a deceiver to cause disruption in a
social media platform. In particular, identity deception has
attracted attention for solutions that can prevent or limit its
impact. Further, identity deception can serve as a gateway
for content and communication detection. As such, due to
a reduction in the risks taken by a deceiver (through a
“protected” identity), attacks of content and communication
deception appear more feasible.

A proposed solution for limiting identity deception is con-
trolling it at entry points to a social media platform. The
most common place is at user registration. Software can
place additional verification requirements for new accounts
that substantially increase the difficulty for multiple account
registration [9]. This paper refers to this option as entry
point requirements. However, this strategy may discourage
community participation which is a necessary condition for
sustaining active social media communities, which rely on
user-generated content. Another issue with such an approach is
the substantial increase in computational loads that these meth-
ods may require [10]. Additionally, many of the additional
obstacles can often be bypassed. For example, users required
to submit their telephone numbers in order to activate their
account can bypass this security measure through disposable
phones or Web SMS services.

An alternative solution to entry criteria is the gradual addi-
tion of privileges to a new user as they transition through levels
of progression in a community [10]. For simplicity, this paper
refers to this option as progressive privileges granting. This
method can be seen as a golden medium between applying
strict entry criteria to newcomers and having no entry criteria
at all. Nevertheless, the drawbacks of this method are often
that the levels of progression can be easily identified by users
and as a consequence, deceivers. As such, the cost for identity
deception often increases but only by a factor of time, not
necessarily difficulty.

The two aforementioned approaches relate to the method
proposed by this study, which attempts to combine them within
a particular social media context, which is explained in later
sections.

C. Identity Deception Detection and Prevention

The method proposed by this paper is aimed at identity de-
ception prevention. However, there is an absence of studies on
deception prevention that utilize a machine learning approach
similar to this study. Two deception detection methods are
used for comparison with the proposed deception prevention
method. In practical terms, the method proposed by this
study could be developed to act as a deception detection
method depending on the different context of application. As
such, references to its computational overhead and detection
accuracy are directly comparable to the methods described
below.

Human identity deception detection is the most commonly
used method by social media users today. Human judgment
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has also been proposed as deception prevention mechanism
[10]. However, the efficiency of deception detection can vary
substantially depending on cues and time available to an
individual [19], [21]. Statistical chance for distinguishing a
fake from a non-fake account with no prior belief on the
matter, would produce an equal probability between the two
options (50 percent chance of proper identification). Human
deception detection can vary between 55 to 60 percent [22]
and results have been known to fall to as low as 34 percent
[23].

Algorithmic approaches to identity deception detection have
been found to have substantially higher accuracy rates but
at a cost of computational expense [24]. For large social
media communities the impact of computational overheads
can render the implementation of an algorithm infeasible.
Nevertheless, they offer the ability to decrease labor for
administrators and are therefore important solutions.

A study by Solorio et al. attempted to identify malicious
accounts on Wikipedia. These accounts are often referred to
as sockpuppets, and are owned by previously blocked users
[6]. Since entry criteria for registering new accounts are not
so restrictive, users that are blocked for violating community
rules can generate new accounts. In effect, they forge new
identities that are meant to be difficult to link to their previ-
ous accounts. Nevertheless, when natural language processing
techniques were utilized in order to compare new accounts
with known blocked sockpuppet accounts, similarities were
revealed in the written language. Punctuation count, quotation
count, variations between capital and lowercase “I” among
other textual features linked the owner of a new account to
his or her already blocked sockpuppet accounts. By tracking
the revision history for a sample of 77 cases of legitimate and
sockpuppet accounts, the similarity-based method was able to
identify cases correctly with a 68.83 percent accuracy using
a Support Vector Machines (SVM) model. The drawback of
the method is its complexity due to the need of comparing a
user to a complete dataset of known blocked sockpuppets. An
additional drawback is the need for the account to generate
written content. This adds a requirement for a certain amount
of time to pass or content added before the method can be
utilized. Assuming that this requirement is met, testing for a
new user to the existing blocked user dataset will result in
a time complexity of O(N ∗ R), where N is the number of
blocked users as well as user of interest and R is the number
of revisions made by all the users in the user set.

A more recent method that examined the multiple account
identity deception problem attempted to increase accuracy
while reducing the time complexity [5]. Looking at non-verbal
behavioral indicators, the authors of the study were able to
identify malicious accounts in sample of approximately 12,000
legitimate and malicious accounts with a 71.3 percent accuracy
using an Adaptive Boosting Algorithm (ADA) model. Similar
to the previous method, the approach requires a certain amount
of time to pass before detection is feasible. Within 1 day after
user registration the method’s accuracy was 67 percent. After
30 days since a user’s registration the same accuracy jumped
to 71.3 percent. The time complexity of the algorithm was
reported to be O(R) requiring for the method to read only the

number of revisions (or actions) made by the single user of
interest. The main computational overhead for the method is
the requirement for building a proper training set in order to
establish a legitimate user baseline (as anticipated by EVT).
The method also coincides with known deception theories
that highlight the inability for deceivers to control non-verbal
behavior to the degree that they do with verbal behavior. In
fact, many users may not be aware that their accounts are being
monitored. Literature suggests that a deceiver will maximize
his/her effort in ensuring that his/her verbal behavior does not
expose the deception being carried out [5], [25], [26].

Studies utilizing social network features have also been
developed in order to identify Sybil attacks [11], [12], [13].
These demonstrated the effectiveness of detecting fake ac-
counts on online social networks by leveraging on network
structure features. A study that investigated malicious accounts
on Twitter has utilized user profile as well as ego (user-centric)
network metrics [27]. For example, one measure established
that fake accounts tend to have less triangles than legitimate
user accounts. Such network statistics were demonstrated to be
good classifiers for detecting malicious Twitter accounts, how-
ever, they have not been applied for preventing access to sub-
communities and are not directly applicable to such a problem.
For one, many accounts may demonstrate legitimate behavior
in a larger community (Facebook) with the sole purpose
of gaining access to a particular sub-community (Facebook
group). This is also supported by literature regarding more
complex deceptive attacks [9]. Further, the aforementioned
method implicitly requires data on the complete graph, which
renders it computationally expensive for large networks. Fi-
nally such studies also make an implicit assumption on the
uniformity of behavior among users of large social networks,
which for diverse online networks it may not hold. This may
be especially true if the networks derive their edges using user
interest, messages exchanged, or topics liked and commented
as opposed to friendship or follower relationships.

A more relevant study to this paper’s problem (preventing
access to a sub-community) utilized common network features
in order to determine the legitimacy of a relationship between
two users on Facebook [28]. The purpose was to identify if
a user is a likely to be “foe or friend” based on common
characteristics (e.g., the two users have liked the same items or
belong to the same groups). The method yielded high accuracy
results in the testing dataset producing an Area Under Curve
(AUC) of 0.778 and an F-measure of 0.696.

Some of the aforementioned methods demonstrate relatively
high detection rates at the expense of computational cost. On
one hand, verbal cues are easily conceptualized and applied
for deception metrics. On the other hand, non-verbal cues have
been known to be more effective in exposing deceivers [29],
[30]. However, such studies do not identify the potential for
incorporating social constructs, which are at the core of social
media platforms. Studies that utilized social network features
have demonstrated high detection results of malicious accounts
for online social networks. However, such studies focus largely
on detecting malicious accounts when an attack occurs on the
larger platform (e.g., a user creates an account with the purpose
of creating a Sybil attack or posting malicious links). They are
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not applicable for cases when a malicious user attempting to
gain access to a group is otherwise appearing to be using
a platform in a legitimate manner. Further, such methods
have been explicitly applied to platforms where some sort of
“follower” relationship exists (e.g., Facebook’s friendships or
Twitter’s followers). An alternative approach is determining
if a user is a likely friend based on the set of common
interests [28]. However, the concept has yet to be applied
for assessing the legitimacy of an access request by a user
against the profile of a whole sub-community. Further, some
of the aforementioned methods (with the exception of [27])
provide predictable patterns where if a deceiver follows; he
or she could then masquerade as a legitimate user and avoid
detection. Features that establish a “social fit” to a larger
sub-community are much more difficult to fake. Common
contribution network data, utilized in this study, can uniquely
answer such questions and it is likely more rigorous in
determining the legitimacy of an account comparing directly
a user’s profile with that of the whole sub-community based
on a network of interests.

III. PROPOSED METHOD FOR PREVENTING ONLINE
IDENTITY DECEPTION

A. Problem Domain

This study aims to develop a method that can automatically
prevent identity deception in particular social media contexts.
These contexts specify social media platforms that allow users
to join and participate in sub-communities. An example of this
is Facebook’s closed groups. For instance, a school may decide
to utilize a closed group so that parents and children can have
access to discussions about events and other associated news
within a school or group. In the event that the school does
not have access to emails of parents, parents may have to
initiate registration themselves. Determining which requests
are legitimate is of the utmost importance in such a scenario.
A deceiver can potentially engage in identity theft and aim
to gain access to this community. Once access is gained, the
deceiver has access to all the information protected under the
closed group and can further expand his or her goals using
content deception. Trading or meet up groups (e.g., minority
groups) are other examples of such closed groups that could
benefit from this approach.

This study utilized publicly available data from the social
bookmarking site Reddit as a representative example for such
closed groups. While the study focuses on a particular example
of social media platform, the method is applicable to many
social media platforms that are similar to Reddit in terms of
the ability to contain “locked” sub-communities and social
network data. The next section elaborates more on the nature
of social network data as well as sub-communities on Reddit.

B. The Reddit Environment

Reddit is a social bookmarking platform that anyone can
join by registering an account. At the time of writing, the
only necessary criteria for creating a new account is an email
address. After registering an account in the community, a user
can post and comment on messages to subreddits. These can

be seen as tags associated with posts that revolve around a
particular topic of interest. A related term (although not exact)
for a subreddit, are the hashtags used by users on Twitter.
Some subreddits can apply restriction criteria for posting
content or commenting. Others also maintain lists of legitimate
users as well as scammers (another term for deceiver).

The data used in this study came from the subreddit called
giftcardexchange 1. The subreddit serves as a sub-community
that allows for users to exchange their gift cards. Since
the trade occurs across geographical distances, identifying
legitimate users with whom one can trade is important. The
community employs several tools in order to decrease the like-
lihood of scammers. It maintains other subreddits that assist
them with maintaining active reputation profiles for existing
members 2 as well as a wiki within Reddit that helps maintain
a scammer’s list (also called a banlist) 3. Gift card exchanges
are assisted by a bot that helps identify reputation profiles for
members. The bot also assists with banning individuals that do
not qualify for a reputation profile. The subreddit uses entry
point requirements based on two rules: an account needs to be
two weeks old and active. Active, meaning a balanced amount
of posts and comments on other subreddits with a rough rule
of one activity page (approximately 30 posts or comments)
per one month of account age.

C. Social Network Data and Variables

Reddit users generate social network data based on their
verbal and non-verbal activity. While verbal and non-verbal
behaviors of previous detection methods determine user ac-
tivity, social network data focuses on the social profile of a
user and his or her “social fit” with the giftcardexchange sub-
community. This is in stark contrast to the existing method
used by the sub-community of interest, where users are
compared to what is considered to be an “active” reddit user
rather than how well one fits in with the existing users of a sub-
community. This is also, arguably, an ever-changing attribute
as the sub-community expands on its members.

For the purposes of this study, common contribution net-
works for users were utilized as the primary social network;
that is, the number of pages a user has commonly contributed
with existing members in the giftcardexchange community.
For example, if a user has made a post in the pics subreddit
and several existing giftcardexchange members have also made
posts there, they form a connection (edge in social network
terms) in the social network with that user. Subsequent
connections that exist between all existing members of the
giftcardexchange community are also taken into account. As
such, the overall fit of a new member with the existing
community’s interests can be examined with a social network
analysis approach. Such common contribution networks have
been examined in various studies on Wikipedia and were
important in uncovering behavioral patterns for members that
would have been otherwise inaccessible [31]. Fig. 1 depicts the
formation of a social network based on common contributions

1https://www.reddit.com/r/giftcardexchange/
2https://www.reddit.com/r/GCXRep
3https://www.reddit.com/r/UniversalScammerList/wiki/banlist



1556-6013 (c) 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TIFS.2016.2607697, IEEE
Transactions on Information Forensics and Security

IEEE TRANSACTION ON INFORMATION FORENSICS AND SECURITY, VOL. 14, NO. 8, AUGUST 2015 5

Fig. 1. Formation of a common contribution network based on Reddit data.
Subreddits in this example include /r/pics and /r/Steam. All users are assumed
to be part of the sub-community of interest (e.g., giftcardexchange).

made by members. Users 1, 2 and 3 form an edge between
one another through their participation in the Steam subreddit.
Similarly, Users 2 and 4 form an edge through participating
in the pics subreddit. The network structure reflects shared
common interests between users. For example, user 2 has
common interests with all users in the network whereas user
4 is disconnected from the others.

Algorithm 1 is used to create a view of a sub-community’s
network which is part of the proposed deception prevention
method. The algorithm has been built so that it can be easily
generalized. Also, by maintaining only a list of edges as
opposed to nodes, nodes that do not have common contri-
butions with other nodes in the network are not included.
Simply put, the network does not include isolate nodes, which
would otherwise affect node-specific metrics. Also, since this
is a common contribution network, edges are considered
to be undirected. Finally, a date restriction is included in
the algorithm for generating snapshots of the network at a
particular date.

Once the network is built, social network analysis can be
applied in order to determine a node’s “fit” within the network.
While social network analysis often involves examining the
structural properties of a network as a whole, in the method
proposed by this study, node-level metrics are more important,
since the aim is to determine whether the account attempting
to join the sub-community is malicious.

The core idea behind the approach posits that individuals
that are a good and legitimate “fit” with other community
members will be more central in the network structure. This
is due to the fact that they are bound to share contributions
to subreddits that existing members also contribute. As such,
centrality metrics that quantify the position of a user in the

Algorithm 1 Build an edge list of a sub-community’s network
based on user common contributions.

1: procedure COMMONCONTRIBUTIONNETWORK(Date =
Today’s Date, Uid = 0)

2: U ← [all legitimate users of the sub-community and
Uid (if not 0)]

3: for i in U do
4: P ← [all posts (except posts in sub-community)

made by i prior to Date]
5: for j in P do
6: UP [j].append(i)
7: end for
8: end for
9: E ← List()

10: for i in UP do
11: US ← List()
12: for j in i do
13: US.append(j)
14: end for
15: CALCULATE unique pairs (x, y) from US set,

store result in Pairs = [[x1, y1], [x1, y2], , [xn, yn −
1], [xn, yn]]

16: E.append(Pairs)
17: end for
18: E = Unique(E) . Clears duplicates but this

information can also be kept for weighted networks
19: return E
20: end procedure

overall network’s structure can describe the “fit” of a user.
Further, manipulation of centrality metrics by a deceiver is
more complex since prior knowledge of the network structure
is necessary. The method involves several node specific social
network analysis metrics which are further described below.

The least sophisticated metric that determines a node’s
position in a network compared to other nodes in the network
is a node’s degree (deg(v)) or more simply put, the number of
edges to which a node is connected. This is also often referred
to as degree centrality (CD(v)) for a particular node. However,
the metric is blind to the overall network’s structure especially
when used for node-specific calculation. Nevertheless, it is
important because it shows common “interests” between a
node and other nodes in the sub-community.

Eccentricity (e(v)) is another rudimentary metric of a node’s
position, however, the structure of the overall network is taken
into account. It is the maximum network distance (also known
as geodesic distance) for a node v in a network G between
v and any other node i in G. In turn, a geodesic distance for
nodes (v, i) is the shortest path between them in G (usually
obtained through walks in a graph).

A more refined metric that takes into account the total
structure of the network in determining how central a node is,
also utilizes geodesic distances between nodes. It is referred
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to as closeness centrality and is defined as follows:

CC(v) =

∑
i:i6=v

1

d(v, i)

|V (G)| − 1
(1)

where d(v, i) is the geodesic distance between the node of
interest v and another node i in a network G [32].

While closeness centrality aims to identify how central
a node is in the overall network’s structure, betweenness
centrality aims to identify how critical a node is as a “bridge”
[33]. It is defined as:

CB(v) =
∑

i,j:i6=j,i6=v,j 6=v

givj
gij

(2)

where gij are the number of geodesic distances from i to
j, while givj are the geodesic distances from i to j that pass
through v.

Alternative centrality metrics also exist that utilize walk-
based eigenvalues. Eigenvector centrality CE(v) focuses on
the idea that a central node should also have connections to
other “powerful” nodes. The algorithm assigns an attribute to
each node in a graph xi = 1. Scores are then updated based
on the following formula:

CE(v) =
∑
j,N

avj ∗ xj (3)

where N is the number of all adjacent nodes to node v,
avj is an adjacency matrix where avj = 1 if an edge exists
between v and j and avj = 0 otherwise. Values in CE(v)
are then normalized by dividing based on the largest value.
The updating and normalization process keeps repeating until
values in CE(v) stop changing.

Burt’s constraint was also used as a metric in order to
identify how critical is the position of a node. The metric
identifies a node’s value through its access to non-redundant
contacts. An individual that bridges two separate parts of
the network is more likely to encounter unique information
coming from separate groups and as such they are in an
advantageous position compare to other nodes. In network
representations other than friendship networks (e.g., common
contribution networks), an individual with a high score in this
metric can be seen as a more diverse individual. Constraint is
formally defined as:

C(v) =
∑

j∈Vv\{v}

(pvj +
∑

q∈Vv\{v,j}

pvqpqj)
2 (4)

where Vv is the ego network for a node v. An ego network
consists of a focal node (ego) and nodes (called alters) that
the focal node is directly connected to along with all ties that
may exist among the alters. pvj , pvq , pqj are derived by the
following formula:

pxy =
axy + ayx∑

k∈Vx\{x}(axk + akx)
(5)

where x and y are the indexes for p and axy are elements
in graph’s adjacency matrix A.

The aforementioned metrics can generate a profile for the
position of each node in a network and describe how critical
a node is. They were implemented as part of the deception
prevention mode in order to monitor how the “networking”
behavior of a user’s account fits with the behaviors exhibited
by previous members.

The final step in the method is generating training data
that would formulate a baseline behavior. This is achieved by
utilizing supervised machine learning methods where once the
models are computed based on a training set they are ready
to be utilized for new account cases that attempt to join a
sub-community.

D. Data Retrieval and Model Testing
Data were collected based on the banlist provided by the

giftcardexchange subreddit. The banned user logs span a
period from September 2014 until December 2015. Each ban
includes a comment describing the reason a user has been
banned. The banned log included 2,719 accounts (relating to
the subreddit giftcardexchange). Nevertheless, many of these
were banned for violating the existing entry point requirement
of having an active account of at least 14 days old. In
fact, only an approximate 15 percent of the accounts that
were banned had posted a topic on other subreddits before
the time they were banned (not accounting for comments to
other subreddits). Simply put, 85 percent of banned accounts
were inactive. Users that had no previous posts and were
banned using the aforementioned account activity rule, were
eliminated from the sample. The accounts left in the sample
were 419 users that managed to evade entry point requirements
and were reactively detected as deceivers by an administrator
at a later time. Given that the banlist is relatively young (15
months during the time of observation) these accounts result
in an estimated average of 23 identity deception cases per
month. These cases evade the entry rules of the subreddit (not
accounting for improvements that may have been made to the
bot over time).

Many of these users had a substantial history of posts in
the Reddit community and arguably went to a great effort
in attempting to masquerade as legitimate users. For example,
one banned user, submitted the posts displayed on table I up to
the point when they were banned by the sub-community. The
particular user had evaded administrators for approximately 2
months until finally, the user was banned on November 29,
2014 at 21:05. On average for the 419 users that evaded the
initial entry point requirements, it takes approximately 266
days (median is 84 days) for one of these types of accounts
to be banned.

The sample was utilized in order to test the proposed
deception prevention method. The sample constitutes the most
difficult set of identity deception cases that the subreddit com-
munity encountered. The accounts in the set managed to evade
entry point requirements. In order to build a baseline for the
machine learning models, these 419 accounts were paired with
another 419 legitimate accounts which were already part of
the giftcardexchange subreddit. The total number of legitimite
accounts that were not banned and posted on giftcardexchange
were 8026.
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TABLE I
EXAMPLE OF POSTS MADE BY USER UP TO THE TIME THEY WERE BANNED

ON GIFTCARDEXCHANGE

Date (YYYY-MM-DD HH:MM:SS) Subreddit
2014-08-03 22:26:10 /r/giftcardexchange
2014-08-08 18:26:54 /r/pics
2014-08-08 20:47:51 /r/pics
2014-08-08 21:21:53 /r/giftcardexchange
several lines omitted due to space limitations [...]
2014-09-28 01:02:46 /r/REDDITEXCHANGE
2014-10-19 01:58:13 /r/giftcardexchange
2014-10-21 17:15:46 /r/giftcardexchange
2014-10-23 21:20:33 /r/giftcardexchange
2014-10-23 21:36:22 /r/giftcardexchange
2014-10-23 23:44:02 /r/giftcardexchange
2014-11-25 00:00:11 /r/hardwareswap
2014-11-26 07:15:02 /r/hardwareswap
2014-11-26 20:13:21 /r/DSLR

The method proposed in this study evaluates a particular
user at the time they attempt to join a sub-community, which
is perceived to be the current date. For testing purposes,
all dates were adjusted in order to simulate the time when
accounts attempted to join the sub-community of interest.
Simply put, for each one of the 838 accounts in the sample,
Algorithm 1 was used to generate a network at a time set
by the daterestriction optional parameter. This procedure is
an especially important part of building a proper training set.
Once the training set is built, the time utilized for every new
user that attempts to join a community is expected to be the
current date.

The dates that could be set for the training dataset varied for
the legitimate accounts and banned users. Since conceptually,
deception prevention attempts to evaluate and render a decision
for a user at the time of attempted entry in a community, the
time utilized for the training set is expected to be the entry
point. However, realistically there were two potential options
for the banned accounts; the time right before when they ini-
tiated their first post on the sub-community (before they were
banned) and the time right before they were banned. The latter
option helps assess the efficiency of the method compared
to human deception detection but also renders the method as
identity deception detection. For comparative purposes both
options were tested. Henceforth, the two time estimates will
be referred to as Tentry and Tbanned respectively. The optional
parameter relating to date restriction on Algorithm 1 for
legitimate users was set at the time right before the first post
to the sub-community.

After executing the aforementioned procedure, each so-
cial network metric mentioned in the previous section was
calculated for each user. For example, user A is a banned
user and made their first post on giftcardexchange at Tentry

time. Algorithm 1 is called using the following param-
eters: CommonContributionNetwork(A, Tentry). The result
generates a snapshot of the sub-community’s network with
the banned user included in that snapshot. For user A
(now a node in the network) the following are calculated:
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Fig. 2. Boxplots depicting the differences between banned accounts (de-
ceivers) and legitimate users at Tentry (time of entry in the sub-community)
and Tbanned (time of being banned by the sub-community). Social network
metrics include degree (CD), closeness (CC ), betweeness (CB), eigenvector
centrality (CE ), eccentricity (e) and constraint (C).

CD(A), CC(A), CB(A), CE(A), e(A) and C(A). Once the
same procedure is applied for all users, the final sample
contained legitimate and banned users along with their social
network metrics in the particular network snapshot in time
(Tentry or Tbanned).

Fig. 2 depicts the differences between these metrics and
respective groups of users. These were calculated for banned
accounts (henceforth deceivers) at Tentry and Tbanned as well
as legitimate accounts at Tentry. It is evident that there is a
visual difference between the group of banned users and the
legitimate users. Deceivers potentially have a more difficult
time constructing a common contribution network that relates
well to existing members of the sub-community. This may be
due to a lack of focus since banned accounts may have not
originally intended to be part of the particular sub-community.
Another reason is that deceivers may not have allowed enough
time for connections to be generated. Further discussion on
these results is offered at a later section of this paper.

Deceivers appear to have substantial differences in social
network metrics compared to legitimate users shown on fig.
2. Metrics indicate that deceivers are overall further apart in
terms of how they fit in the community, compared to legitimate
users. The effect seems to be higher when measurements are
made at the time of entry (during the first post in the sub-
community) compared to the time a user was banned. This
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is promising for utilizing the method for identity deception
prevention.

Based on the above differences, different models were
specified with the intent to identify further how differences in
time affect performance of the deception prevention method.
Mainly, the testing was separated into two versions of the
deception prevention method: calculating metrics for banned
users at the time they were banned and at the time right
before they made the first post in the sub-community. The two
versions were further split into two categories, where users of
interest that were isolates were included and excluded in the
training and testing of models. The different models that were
used for evaluation are the following:
• MB Includes legitimate users at time of entry in the

sub-community and banned users at the time they were
banned. Users of interest with degree 0 are excluded from
the sample.

• MBwI Includes legitimate users at time of entry in the
sub-community and banned users at the time they were
banned. Users of interest with degree 0 are included in
the sample.

• ME Includes legitimate users at time of entry in the
sub-community and banned users at the time of entry in
the sub-community. Users of interest with degree 0 are
excluded from the sample.

• MEwI Includes legitimate users at time of entry in the
sub-community and banned users at the time of entry in
the sub-community. Users of interest with degree 0 are
included in the sample.

All models involved the same social network metric vari-
ables described in this paper. Nevertheless, sample sizes var-
ied. For models MB and ME, the numbers of legitimate and
banned users for training and testing the models varied due
to some users being isolates at the time of entry in the sub-
community’s common contribution network. The final samples
that were used for training and testing of models were 560 (377
legitimate and 183 deceivers) for ME and 650 (377 legitimate
and 273 deceivers) for MB.

IV. PERFORMANCE EVALUATIONS

Models were tested using a set of supervised machine
learning algorithms, which include: Support Vector Machine
(SVM), Random Forest (RF) and Adaptive Boosting (ADA)
and are considered ideal for models that involve binary out-
comes [34]. Support Vector Machines build a representation
of values in a set as points in space (the Cartesian coordinates
plain is often used as an example) and then a clear gap is
identified between distinct groups of points. Random Forests
tackle the problem of binary classification using an ensemble
of decision trees (e.g., if user has a degree < 10 then he
or she is a deceiver). Different decision trees will result
in different prediction efficiency. The ensemble of decisions
made by a series of decision trees creates a more accurate
and stable prediction model called Random Forest. Finally,
Adaptive Boosting Algorithm is an algorithm (also referred
to as a meta-heuristic) similar to the RF algorithm. It uses an
ensemble of decision trees but it assigns weight on each case in

TABLE II
CLASSIFICATION MATRIX USED TO EVALUATE THE EFFICIENCY OF A

MODEL-ALGORITHM PAIR

Verified Identity
Deception

Verified Legiti-
mate User

Predicted Iden-
tity Deception

True Positive
(TP)

False Positive
(FP)

Predicted Legit-
imate User

False Negative
(FN)

True Negative
(TN)

the training data based on classification accuracy. Problematic
cases that are mis-classified are boosted (having their weights
increase). This way, the overall ADA model compensates for
these difficult cases. More details about these machine learning
algorithms can be found in literature (See [34], [35]).

A. Performance Metrics

Model performance for the proposed deception prevention
method was measured using a classification matrix as shown
on Table II. Classification matrices are commonly used in
order to develop a set of metrics that measure recall (the
fraction of valid deceiver cases that are identified), precision
(the fraction of deceiver cases that are identified and are valid),
F-measure (a model’s accuracy bounded between 0 and 1 and
is derived from recall and precision), accuracy (the sum of true
positive and true negatives that are identified out of the total
cases), false positive rate (FPR) (fraction of falsely identified
deceiver cases) and Matthews Correlation Coefficient (MCC)
(a machine learning performance metric bounded between 0
and 1 that is often considered more rigorous in cases in which
sample size varies). Formal definitions for these metrics are
provided below [36]:

Recall =
TP

TP + FN
(6)

Precision =
TP

TP + FP
(7)

F −measure =
2 ∗ Precision ∗Recall

Precision+Recall
(8)

Accurasy =
TP + TN

TP + TN + FP + FN
(9)

FPR =
FP

FP + TN
(10)

MCC =
TP ∗ TN − FP ∗ FN√

(TP + FP )(TP + FN)(TN + FP )(TN + FN)
(11)

B. Testing Procedure

Model testing was conducted using a repeated ten times ten-
fold cross-validation procedure based on the mean values for
all aforementioned performance metrics. Algorithm 2 includes
the procedure used for model testing (also utilized in a
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TABLE III
PERFORMANCE RESULTS FOR SVM MODELS.

Model Precision Recall F-meas. Accuracy FPR MCC
ME 0.58 0.06 0.13 0.67 0.03 0.10
MEwI 0.82 0.59 0.68 0.73 0.13 0.48
MB 0.55 0.55 0.55 0.62 0.33 0.23
MBwI 0.65 0.71 0.67 0.66 0.39 0.32

previous study [5]) using a random forest algorithm as an ex-
ample. The method splits the dataset into ten equal segments.
Then, nine segments are used for building the model while
the last segment is used for prediction testing. The separate
segment is considered previously unseen data for the machine
learning algorithm and as such results obtained are considered
to be more reliable. The procedure is repeated ten times.
Additionally, the dataset is split ten times using a different seed
number. The total mean approximates the performance of the
models and as a consequence the performance of the deception
prevention method in unseen data. As such, reliability of the
results is expected to be high [34].

Algorithm 2 A repeated ten times ten-fold cross-validation
algorithm for testing a model using random forest.

1: procedure TENTIMESTENFOLDCROSSVALIDATION
. Algorithm builds a single model (e.g., RF) and

produces final results
2: w ← predefined number
3: for n in T = [1, 2, ..., 9, 10] do
4: S ← w ∗ n ∗ 10 . Set random seed
5: Create fold sample list FLi by randomly assigning

fold numbers to the full length of dataset
6: for f in TT = [1, 2, ..., 9, 10] do
7: Build Random Forest model RF based on

training data (FLi not equal to f ) and S
8: Calculate predictions Pi using RF for testing

data (FLi equal to f )
9: Set Oi as observed values (is or is not a

deceiver) based on testing data
10: Build classification matrix using observed Oi

and predicted Pi values
11: Calculate Recall REf , Precision PRf , and F-

measure FMf

12: end for
13: Calculate REn =

∑10
f=1

REf

10 , PRn =∑10
f=1

PRf

10 , and FMn =
∑10

f=1
FMf

10
14: end for
15: Calculate RE =

∑10
n=1

REn

10 , PR =
∑10

n=1
PRn

10 ,
and FM =

∑10
n=1

FMn

10
16: end procedure

Test results are presented in tables III, IV and V for
all models and machine learning algorithms that were used,
rounded to three decimal digits.

A comparison between the proposed deception prevention
technique and other techniques mentioned in the literature
review is presented in Table VI. High-level efficiency is

TABLE IV
PERFORMANCE RESULTS FOR RF MODELS.

Model Precision Recall F-meas. Accuracy FPR MCC
ME 0.48 0.35 0.40 0.66 0.19 0.18
MEwI 0.72 0.72 0.72 0.72 0.28 0.44
MB 0.57 0.52 0.54 0.63 0.29 0.24
MBwI 0.66 0.69 0.67 0.66 0.34 0.32

TABLE V
PERFORMANCE RESULTS FOR ADA MODELS.

Model Precision Recall F-meas. Accuracy FPR MCC
ME 0.50 0.35 0.41 0.67 0.17 0.20
MEwI 0.74 0.71 0.73 0.73 0.25 0.46
MB 0.56 0.49 0.51 0.62 0.28 0.21
MBwI 0.66 0.66 0.65 0.66 0.34 0.32

estimated based on the approaches taken by each method.
These summaries demonstrate the superiority of the technique
not just because of its proactive nature (being a prevention
technique) but also due to its accuracy. In terms of the concep-
tual aspects of the approach, the “Friend or Foe” method can
be seen as the logical extension of attempting to verify a user’s
relationship with a whole sub-community as opposed to just
another user. The largest downside of the approach compared
to the non-verbal approach presented for comparison is the
computational overhead, which can increase substantially, as
the number of users grow. However, the method is still more
effective than other network methods (e.g., [27]) that may
require a complete or near complete snapshot of the network
rather than a sub-community’s network which is substantially
smaller.

V. DISCUSSION OF RESULTS

Both the deception prevention MEwI and detection
MBwI models have yielded high accuracy results. However,
recall and precision varied substantially between different
models. Overall, accuracy rates were similar between the
model when the time was set at the instance of entry in a
sub-community (MEwI) and the time a deceiver was banned
(MBwI). However, the same cannot be said for the models
where isolates were not taken into account in the training
process of the models. In fact, when isolates (users of interest
with degree 0) are not considered, then precision and recall
for models was substantially lower for MB and ME. Further,
considering precision, recall and f-measure, the prevention
model (MEwI) appears to be stronger than the detection
model (MBwI). The opposite effect exists if isolates are
removed (MB and ME). This is due to the likelihood that as
people are allowed to enter the community and operate, they
will likely also post in subreddits that other users post. As
such, deceivers seize to be isolates MB performs better than
ME.

A possible explanation for these differences is due to the
behavior of many deceivers. As previous studies on online
deception have indicated, time is an important factor for
uncovering deception cases [5], [9]. The longer an individual
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TABLE VI
COMPARISON OF IDENTITY DECEPTION PREVENTION TECHNIQUE WITH

DECEPTION DETECTION TECHNIQUES.

Non-Verbal
Expectancy
Violations
Detection
[5]

Natural
Language
Processing
Similarity
Searching
[6]

Friend
or Foe
Detection
Method
using
Network
Features
[28]

Deception
Prevention
using Social
Network
Analysis
(Proposed
Method)

Accuracy 71.3% 68.8% 69.6% 73%
Indicators
used

Non-verbal Verbal Verbal Verbal for
building
common
contribution
network

Limitations Needs data
on user
activity

Needs user
text

Applies only
for two users

Needs
design
that allows
for sub-
communities

Efficiency O(1 ∗ R′),
R′ limited
amount of
revisions
(R′ < R)
made during
observation
window

O(N ∗ R),
N total num-
ber of users
and R all re-
visions made
by each user

O(P ), P is
the volume
of activity
made by two
users

O(N ∗ P ),
where N is
number of
users in sub-
community
and P all
posts made
up to date

Time of
applica-
tion

After a set
time (e.g., 12
hours) win-
dow

As soon as
a user posts
a text some-
where

As soon as
a friend re-
quest is ac-
tive

At the time
of attempted
entry in
the sub-
community

remains undetected, the more apparent his or her deviation
from legitimate user behavior will appear. In other words,
shared interests by the sub-community are not reflected by
deceivers.

In an effort to understand how social network factors can
influence how deceivers are detected, variable importance de-
rived from ADA model for MEwI (the model that yielded the
best results) is provided at fig. 3. The graph has been generated
by the function provided by the R package ada that utilizes
the adaptive boosting algorithm [37]. Metric importance varies
between the rest of the models. For example, MB tends to
place the highest importance on the closeness metric CC . The
difference can be explained in the presence or absence of
isolates, which can affect model statistics and for many users
having a degree of 0 can be telling sign of deceptive accounts.

Further visual examination of networks can also explain
what is demonstrated by the variable importance graph. Fig. 4
depicts two examples of social networks of banned accounts
at the time of entry and two legitimate accounts at the
time of entry. Legitimate users are represented in blue and
have noticeably more connections with the rest of the sub-
community at the time of attempted entry. They are also more
central in the overall network’s structure. Deceivers (depicted
in red) have fewer connections and reside at the fringes of the
common contribution network at the time of attempted entry.

Overall, legitimate users appear to have more connections
to other users (higher CD) compared to deceivers at the time

betweenness
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Fig. 3. Variable importance plot for adaptive boosting model MEwI il-
lustrating the importance of social network metrics. Abbreviations are as
follows: degree CD , eigenvector centrality CE , closeness CC , constraint C,
betweenness CB and eccentricity e.

Fig. 4. Examples of common contribution networks for the sub-community
at different times for legitimate (top-left, bottom-left) and banned (top-right,
bottom-right) users. Users are identified with a black circle.

of entry Tentry. In other words, users that are legitimate are
expected to have more common interests with the rest of the
sub-community’s members. Legitimate users also appear to be
more central to the network. Additionally, their position also
distinguishes them as hubs of distribution of information based
on the information centrality metric. Given that the network is
not a communication network but rather a common “interest”
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network, it is important to not oversimplify this information by
determining that these individuals act as bridges of communi-
cation. Instead, this finding could be interpreted in the looser
sense that these individuals are in the center of “things” in the
larger Reddit community. As such, their bridge-like properties
could be a reference to a diverse set of interests that make the
sub-community wealthier. Further, their diversity could also be
used as a metric of the novelty that they offer as a new users
that joins a sub-community. Deceivers on the other hand not
only have less in common with the rest of the sub-community
at the time they join the group, but they also tend to have less
diversity in the topics (subreddits) affiliated with their posts.
This could be due to inactivity or due to narrow objectives
(e.g., forging a new identity with the explicit interest to attack
a sub-community).

The technique demonstrates that identity deception preven-
tion using common contribution network data is feasible and
reliable for communities (e.g., Reddit) that allow for the exis-
tence of sub-communities (e.g., giftcardexchange within Red-
dit). In theory, as long as formation of common contribution
networks is possible, the technique can be applied to a number
of social media platforms. This study has also demonstrated
that such a deception prevention method is computationally
feasible for networks that are not large. However, certain social
network metrics are computationally intensive for large cases.
For example, betweenness centrality metrics (CB) often incur
computational overheads at O(v)3, where v is the number of
nodes in G.

From a theoretical perspective, the deception prevention
method presented in this study can be thought to be possible
on the basis of IDT, LT and EVT. Identity deception success is
dependent on a deceiver’s ability to “read” on the interactions
with victims and attempt to adjust his or her behavior in
order to hide the attempt for deception. In social networking
terms this means establishing connections in order to appear
legitimate. Nevertheless, since the network tested here is a
common contribution network, it is unclear on whether a
deceiver would cognitively attempt to fit well into the network.
One can speculate that most deceivers attempt to look like
legitimate users by generating posts in various subreddits.
Generating a proper “fit” within an existing sub-community’s
social network is challenging for any user even if visualization
of such a network is possible. The difficulty of achieving such
a deceptive feat is also due to the nature of communities
which are often found to have users with many secondary ties.
Often this is translated as common interests between members
of a community [38]. As such, a random order of posts in
various subreddits would not result in an appearance that a
user ”fits” well with the rest of the community. The lack of
common interest between a deceiver and normal users become
apparent through the position of the deceiver in the common
contribution network. In some ways, this can be thought of as
a leakage cue.

The results of the method also demonstrate that deception
prevention is possible by utilizing previously generated ac-
count data, as opposed to having stricter registration methods
(e.g., asking for a telephone number). This is in line with a
previous study [5] and demonstrates that not only EVT can be

used as base theory for identity deception detection, but also
identity deception prevention.

A. Limitations of Proposed Detection Method

The method proposed by this paper has several limitations
that are dependent on the context of application. The main
requirement is the need for sub-communities to exist within
a larger community and users in principle to be allowed to
participate to these sub-communities. Participation can be re-
strictive or non-restrictive. That is, users can contribute to sub-
communities that are either moderated or non-moderated. The
sub-community that wants to utilize the deception prevention
method will have to be able to access the data on a user that
attempts to join the sub-community. There is also a need for
the sub-community to build a baseline model which would
require a substantial number of legitimate as well as banned
user cases. The method appears to be most effective as a
deception prevention mechanism, but it can also be used as
a detection method. However, computational efficiency is a
serious limitation especially for large networks. Consequently,
larger networks are probably the ones that would need the
method the most. A way that the approach can perhaps be
balanced is by trading off some of the more computationally
intensive social network metrics with less computationally
intensive. Even so, that will influence the accuracy of the
prevention method. Nevertheless, the method is still superior in
terms of its accuracy to previous identity deception detection
methods [5], [6].

B. Future Work

Future work will need to examine the application of this
deception prevention method in different social media con-
texts. Additionally, even though this study utilized common
contribution networks in order to illustrate the deception pre-
vention method, other networks may also prove to be effective.
The degree of effectiveness may prove to be higher with other
types of networks. A combination of various types of networks
could also prove to be useful. Further, aside from standard
social network metrics, other social network features should be
tested as well as weighted and longitudinal networks. Finally,
one of the important aspects relating to the feasibility of this
method is identifying computationally efficient methods where
networks and metrics can be more easily generated for the
deception prevention method.

VI. CONCLUSION

The growth of social media applications appears to be
occurring at an unpresented rate, which has resulted in an
increased interest in identifying novel ways to battle identity
deception and in particular identity forgery. However, despite
the efforts and prevention techniques identified by designers,
developers, and researchers, deception prevention has not been
given enough attention. This study offers a novel attempt to
demonstrate a computational approach to identity deception
prevention by utilizing social network data and specifically a
common contribution network. Past studies that utilized social
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network data focused largely on detection and Sybil attacks
[11], [12], [13] as opposed to cases of scamming that were
present in the community that was examined in this paper.
The approach of deception prevention yields high accuracy
rates and has the potential to curve deceptive accounts for
communities that exist on social media platforms. Given the
increased number of incidents that arises with deceivers being
able to generate an unlimited number of accounts, a proactive
approach to identifying these accounts is essential for the long-
term sustainability of “healthy” communities.
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