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Abstract 

The recent decade we observed an explosion of social networking services along with the 

number of users on them. The nature of these sites make identity deception much easier by 

offering a quick way of setting up identities, managing them and being able to easily deceive 

and connect with others. Fighting deception requires a coordinated approach by users and 

developers to ensure detection and prevention of identity deception in these sites. In this article, 

we identify the most prevalent approaches in detection and prevention for fighting different types 

of identity deception from a user's perspective as well as from a developer perspective and 

evaluate their efficiency in social networking services in order to provide recommendations that 

can assist towards eradicating this issue. 

1. Introduction 
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Over the last few years, the number of users of Social Networking Services (SNS) has 

experienced a skyrocketing growth. Currently, Facebook and Twitter have reached 82 percent of 

world’s Internet users which amounts to a staggering 1.2 billion users [1]. It is easier in the 

social networking environment to deceive others compared to the real world due to factors such 

as the ease of content and identity manipulation, the absence or feeling of absence of 

accountability, the perceptually lower moral cost because of the distances involved in computer-

mediated communication, and, the lack of many non-verbal cues which would otherwise “leak” 

towards victims [2]. Deception in SNS continues to be a major concern and its detection and 

prevention has been attracting a lot of attention by researchers and SNS developers lately. 

Online deception in SNS provides a new platform for deceivers to use, forge and manipulate an 

identity with a click of a button. Furthermore, the inherent software design of SNS tends to 

promote the feeling of no accountability and encourages the loss of inhibition. It is often difficult 

to trace an account back to a particular individual or verify his/her identity and in some cases a 

SNS user gets caught after a long time. Detecting online deception becomes even more 

challenging because humans have been found to be consistently bad deception detectors [3]. 

 

In this work, we focus on identity deception and some of the factors that have fueled it in SNS in 

recent years. We identify several popular techniques that can be used for identity deception 

detection for both users and developers that currently lack wide-spread implementation. We 

evaluate techniques that can be applied by both users and developers to help prevent identity 

deception in the social media environment. Finally, we highlight some of the challenges that 

must be addressed in the future to address identity deception in SNS. 

 

2. Identity Deception in Social Networking Services 
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Online identity deception is the deliberate concealment or altering of a sender’s true identity in 

order to convey that false belief to a receiver [4] while a receiver does not anticipate identity 

tampering by the sender. In addition, for deception to take place, an individual should not be 

expecting that all or part of the information in a message will be concealed or altered [5]. Some 

of the objectives behind deception include instrumental (goal-driven), relational (relationship-

driven), or identity (e.g., protecting one’s reputation) [6].  

 

There are three types of identity deception [4]: a) identity concealment (Figure 1a) occurs when 

part of the identity information is omitted or altered, b) identity theft (Figure 1b) occurs when a 

person's identity is stolen, and, c) identity forgery (Figure 1c) occurs when a new persona is 

created along with a new history record. A personal identity usually consists of an attributed 

identity such as the name or place of birth, a biometric identity such as fingerprints, and, a 

biographical identity such as a criminal record or credit history [4]. In addition to a personal 

identity (e.g., social security number, height or fingerprint), a person's identity also contains a 

social identity (e.g., social relations) [7]. 
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Figure 1: Three types of identity deception 
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There are various motivations behind deception many of which apply to both online and offline 

settings. Buller & Burgoon [6] have proposed three categories of motivations behind deception 

which also apply to identity deception. The motivations include: instrumental (e.g., maintaining 

power of influence over a victim), relational (e.g., maintaining a relationship), and identity-based 

(e.g., avoiding embarrassment). Deception is a goal-driven intentional act. Identity deception 

becomes a tool which aims to satisfy these motivations. Ultimately, the specific motivation in 

mind will determine the type of identity deception (concealment, theft or forgery). 

 

People using SNS tend to have more online friends than real-life friends. There is no way to 

verify who is telling the truth and SNS users often share their personal information even when 

they knowingly admit that there are privacy issues in such virtual spaces [8]. Aside from this 

user mindset, the design (in terms of the amount of information allowed to be transferred and 

how) inherently allows deceivers to be more flexible in manipulating profile information and the 

way they self-present themselves to potential victims. SNS provide users with the opportunity to 

manage their personal profiles and have access to a level of media richness (the amount of 

information that can be transferred over a finite time) that is more favorable compared to other 

types of social media (e.g., collaborative project, blogs, microblogging). In addition, most of 

these SNS allow for quick registration without or with limited identity confirmation (e.g., Short 

Messaging Service verification). The lack of identity control and verification mechanisms makes 

it easy for deceivers to impersonate anyone they want and attempt to connect with people within 

and outside an identity's existing social network. 

3. Detection of Identity Deception in Social Networking Services  
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Deception detection in SNS can be achieved from two perspectives: a user’s ability to detect 

deception and a developer’s ability to implement detection mechanisms in a SNS. The latter can 

be applied as a detection technology that enhances human deception detection or can be fully 

automated. 

3.1 Identity Deception Detection in SNS by Users 

 

Users in SNS have a limited ability to detect identity deception. They can pick up cues from the 

environment in which interaction takes place that have been manipulated (e.g., a photograph 

that looks edited) by a deceiver and interpret these by understanding a deceiver ’s goals. 

Previous research has demonstrated that detection using this method by users has a success of 

around 50 percent while other studies obtained an even lower success of  34 percent [3]. 

 

One of the biggest factors in detecting deception is time. A study involving respondents who had 

to recall detecting a lie in their lifetime and then answer a set of questions found that detection is 

a process that takes anywhere from a few days to months [9]. This can be the case in SNS 

where identity verification is not possible and the asynchronous nature of the medium of 

communication may result in significant delays for a user to detect deceptive cues. However, 

SNS provide a historical record and connections to others to triangulate and verify information 

retrieved by a potential deceiver. In the same study, individuals relied on third parties and 

physical evidence to uncover the truth; this is a major benefit in SNS where historical records 

are kept potentially indefinitely. The challenge, however, remains that detection rates still remain 

low by users. 

 

Given the above, users who allow for more time to pass before trusting another user and who 

use their social network connections to verify a potential third party are more likely to detect 
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deception. Furthermore, one of the factors that affect the difficulty in achieving deception for a 

deceiver is his/her Information and Communication Technology (ICT) literacy [2]. Therefore, it is 

in the best interest of users to increase their understanding of ICT and in this context, SNS 

should provide educational content (e.g., what is a secure http connection and what can and 

cannot protect us from) for users. 

 

3.2 Identity Deception Detection in Social Networking Services  by Developers 

 

Over the years, deception detection techniques have been focusing on theories and methods 

that detect leakage cues and strategic decisions [10]. Leakage cues describe identifiable signals 

that are unknowingly broadcasted by the deceiver due to a cognitive overload (trying to achieve 

multiple objectives at the same time). Strategic decisions are choices that are intentionally made 

by a deceiver in an attempt to deceive others and they provide detectable deviations from a 

non-deceiver baseline behavior. Both approaches aim to detect deception through verbal [4], 

[11], [12], non-verbal [13] and physiological cues [14]. Verbal communication includes text and 

auditory data.  

 

We argue that given the design of SNS, developers will find it a challenge in identifying 

physiological and non-verbal cues in an online environment and translate them into useful data 

for deception detection. In contrast, in the real world, deception detection methods that use 

physiological cues such as a polygraph are widespread and even more advanced applications 

such as brain imaging [15], facial thermal imagining [16] are considered. Many of these 

biometric deception detection techniques are considered unobtrusive and therefore preferable 

[14]. To the best of our knowledge, there are no commercially available SNS that incorporate 

physiological responses (e.g., measuring heartbeat or sweating) for individuals at the moment, 
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however, in the future such biometrics may become available and they could be used for 

deception detection. While physiological cues are limited, there are currently opportunities for 

non-verbal cues in cases where video is incorporated or by measuring user activity on a SNS 

which can also be considered as a non-verbal behavior. 

 

One of our first suggestions on detecting deception is to focus on non-verbal behavior cues 

available through video. Deception detection with non-verbal cues such as the use of video 

capturing technology has been used in the real world with encouraging results. Blob analysis for 

head and hand movements has been used experimentally with positive results [13]. We argue 

that the method could be used in SNS as an aid tool to detect movements that are too subtle for 

the human eye to detect. It is computationally inefficient and requires a training sample from 

which one could establish some baseline. As stated by the authors of the study, given the 

continuous improvements in computing technologies, this method may be feasible to implement 

in large-scale projects in the near future. However, a deceiver is likely to avoid providing 

individuals with video evidence unless the goal is identity forgery (e.g., the creation of a brand 

new identity) where no previous visual characteristics are associated with an identity.  

 

We argue that, given the ease of uploading images to social networking profiles and evidence of 

past cases where people have uploaded fake pictures on their social networking profiles, 

identity concealment or identity theft is more likely to involve the use of images. Digital image 

forgery has been made readily available to users through software that can produce almost 

indistinguishable images. In effect, an individual can obtain publicly available images of their 

victim and post-edit them to enhance their identity deception. Technology that can help detect 

forged images is already available and has a high success rate. Methods for evaluating forged 

images exist that detect inconsistencies created by resampling images without any watermarks 

present or by looking at inconsistencies in the compression artifacts [17], [18]. Such methods 
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demonstrate that detection of forged images is possible and computationally feasible to be 

implemented on small-scale SNS. 

 

Another type of non-verbal user activity to use for deception detection in SNS is the social 

context (e.g., employment history or social connections of individuals which can be used as 

evidence of a user's identity). A study has demonstrated that the accuracy of deception 

detection increases when a user’s social context features are included in the detection analysis 

[7]. Furthermore, an additional potential source for deception detection is a user’s network and 

in particular family ties can be used to determine the hereditary predisposition to lying. Findings 

on a genetic origin for lying discovered that some of the variance in the tendency for deception 

can be attributed to family ties [19] and genetics [20]. SNS not only can use past deception 

incidents to keep a history on individuals but also transfer a weighted score to their offspring 

which can be monitored closely by detection software. Furthermore, there are several 

computationally feasible solutions especially for small SNS [2]. The presence of social 

networking data provides new opportunities for detecting deceivers. 

 

To date, non-verbal user activity has not been explored as a possible solution for identity 

deception detection in SNS. User non-verbal activity is the interaction that the user has in the 

virtual social networking environment and any interaction with it (e.g., number of messages sent 

in the past 6 hours). Just like in the offline world, we assert that these aforementioned activities 

can be identified and a baseline can be built using Expectancy Violations Theory (EVT) to 

support deception detection. EVT describes how people have expected behaviors and 

deviations from these behaviors can be seen as indicators of deception. By establishing models 

using these baselines, deviations can be detected. A recent study has demonstrated that this 

approach can provide near human predictive accuracy in detecting fake accounts in Wikipedia 

[21]. Furthermore, SNS users are less aware that this activity is monitored and therefore are 
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less likely to adjust their behavior which may increase detection accuracy when the behaviors 

deviate from the baseline. 

 

Unlike the previous solutions we have proposed which have not been tested in SNS, verbal 

communication (e.g., audio or text) is a good candidate source for deception detection. While 

audio implementation in SNS is limited, deceivers may use it to convey their message. One 

method for detecting deception through an audio channel is by listening to acoustic/prosodic 

features (e.g., pitch, energy, speaking rate, etc.). The same method can be implemented in SNS 

that make use of audio communication for their users. Audio data can also be converted into 

text using voice recognition software to which additional deception detection analyses can be 

applied. A combined approach of using lexical features (transcribed speech) as well as 

acoustic/prosodic features has been used with promising results in terms of detecting deceivers 

[22]. The method can potentially be implemented in a SNS as an assistive tool for 

administrators when investigating suspect cases of identity deception. 

 

In recent years, most research efforts [4], [11], [12], [23] on deception detection have focused on 

text. SNS make it easy to manipulate text-based content and identity deception can be quite 

successful. Textual analysis involves detecting leakage cues or strategic decisions made by 

deceivers who leave traces behind. One of the methods used for deception detection is by 

applying similarity analysis on various texts [11]. This is achieved by analyzing texts that came 

from two different authors using natural language processing and then evaluating the 

percentage of common text features. Individuals operating two accounts (e.g., one for valid 

purposes while the other for deception) were identified by analyzing text-based features (e.g., 

parentheses count, punctuation count) [11]. The technique has shown 68 percent accuracy in 

detecting identity deception. However, similarity analyses incur high computational overheads 

(O(N2) ) and they do not address issues where a deceiver is not part of the SNS or has not 
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delivered enough content on one of his/her accounts. In such cases, detecting deceptive cues in 

the text such as those found in phishing emails may prove to be a more successful strategy. 

 

All methods we have discussed in this section have an associated cost. Detection is a 

computationally intensive task with large amounts of information that need to be processed 

(ideally) in real time. Identifying the optimum solution between efficiency and performance may 

be the most challenging task for developers. 

4. Prevention of Identity Deception in Social Networking Services 

 

Another issue that has not been previously addressed by the deception literature is identity 

deception prevention in SNS. In this work, we focus on deception prevention from a user and 

developer perspective. By taking a proactive approach both users and developers can 

discourage identity deception. 

 4.1 Identity Deception Prevention from a Developer Perspective 

 

SNS developers have the option to implement security measures in the design of a SNS or use 

design elements to apply psychological pressure to deceivers that can help decrease the 

likelihood for identity deception. 

 

4.1.1 Prevention through Secure Design of –Social Networking Services from a Developer 

View 
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The policies and design of SNS can have a significant impact on the detection of online identity 

deception in these sites. The lack of verifiability and accountability of user accounts has 

prominently altered users’ mentality and perception of what these services ought to be.  

 

SNS are supported by user-generated content and a constant participation by current users. 

Today, anyone can register a new account on a SNS without verifying his/her identity (with some 

minor exceptions such as name change which requires some government identification 

document in many cases for Facebook). The success of identity theft may not be long term 

because incidents are reported and dealt with; identity forgery is a lot easier because of the 

inherent design of SNS allowing people to freely create new identities by registering new 

accounts. 

 

Even if mechanisms for detection are placed into a SNS, the computational load incurred by 

detection mechanisms along with having users creating new accounts with limited verification 

(usually just email verification) will make detection an infeasible strategy. One possible solution 

is to use preventive mechanisms in conjunction with detection mechanisms. For instance, 

Facebook has implemented additional security features where Short Message Service (SMS) 

verification is required to activate additional features on a Facebook account. Accounts not fully 

activated could be monitored closely for deception. A phone number can be associated to only 

one account and needs to be from the country where the user registered for the SNS service. 

However, we note that such measures may inadvertently confuse users, reduce the number of 

users registering and can be easily bypassed using disposable phones as well as web SMS 

services.  

 

One possible strategy we have identified is to gradually give more permissions to users (e.g. 

ability to connect to more than two users) once they satisfy certain criteria or a certain amount of 
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time has passed. Many online communities use the principles of gamification (providing users 

with awards and levels) to not only encourage participation but to also provide control over 

individuals wanting to do damage. Incorporating security features along with such measures will 

not only increase the difficulty for deceivers but also reduce the impact of identity deception to 

other users. In addition, empowering users to moderate SNS elements can have a preventive 

effect for identity deception. For example, lists on Facebook (groups) tend to have less 

irrelevant content (posted by fake accounts) than lists on twitter (posts based on associated 

tags) in part due to the ability to assign multiple authorized users to moderate them. 

 

Furthermore, biometric authentication may be used in the future for deception prevention 

especially with recent advances in the field of Virtual Reality (VR). A combination of non-verbal 

physiological responses such as eye tracking or keyboard strokes may become available for 

developers to experiment with for identity deception prevention [24], [25]. Iris recognition in 

particular is a system that can be used for deception prevention although efforts need to be 

made to address the potential for the system to be deceived by fake irises [26]. Such digital 

fingerprint methods can be used to evaluate if the content has truly originated from the right 

identity and generates a complete user profile “fingerprint.” Another application which can be 

used at the point of authorization is also facial recognition however deceiving such a system is 

currently possible with changes to appearance such as modifications to one’s haircut [15]. 

 

4.1.2 Prevention by Applying Psychological Pressure from a Developer View 

 

Elements in the design of SNS can help inhibit deception. The most important aspect of social 

media is their media richness which can be described as the amount of information allowed to 

be transferred through a medium in a given time interval. SNS exhibit a higher media richness 
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(providing more cues and reducing ambiguity) than other types of social media. Media richness 

has been found experimentally to be linked indirectly with the accuracy of human deception 

detection [27]. This is achieved by affecting a potential victim’s degree of suspicion for deception 

and also his or her truth-bias (the expectation that people are truthful). By increasing media 

richness (e.g., incorporating more features to allow for synchronous communication as well as 

asynchronous) a SNS developer will increase a user’s suspicion and in turn the ability to detect 

deception. 

 

However, increasing suspicion has an additional effect on inhibiting deception. Buller & Burgoon 

have argued that a potential victim’s degree of suspicion will affect the behavior of the deceiver 

[6]. This can lead to a deceiver giving away more cues of deception or discouraging them in 

engaging in deceptive behavior. Deception and its detection have an evolutionary basis in many 

species to ensure strategic advantage over others [19]. Animals seek targets that are easy to be 

deceived. Similarly, we can expect that most deceivers in our species will not consider pursuing 

deception with difficult targets (e.g., individuals who are suspicious for deception due to their 

technological expertise). As the difficulty in achieving deception rises, so does the likelihood of 

engaging in deception. We propose that a developer of a SNS may make it more difficult for 

deceivers to succeed by increasing the suspicion levels of their potential victims (effectively 

increasing pressure on deceivers). By incorporating tracking on who is viewing one’s profile, 

victims will appear to be investigating a deceiver’s profile (raising pressure on the deceiver) and 

deceivers will be more exposed when investigating victim profiles (risking raising suspicion to 

their potential victims). Deceivers may find deception to be more difficult due to the overall 

increased exposure (e.g., more channels of communication and being more pressured by 

realizing that people look at their forged profiles). Furthermore, the increased pressure is also 

likely to lead a deceiver in making errors and raising suspicion on potential victims. Even the 

thought that a deceiver may be monitored by their target victim will raise the difficulty in 
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achieving deception forcing the deceiver to abandon plans or leading him/her to give away more 

cues of their deception which in turn will alert the victim. 

 

4.2 Prevention of Deception in Social Networking Services by Users 

 

For deception prevention for users we focus on measures that can uncover deception before 

they are deceived. This happens before the critical point when an individual makes a choice on 

accepting or rejecting a request for connection with a deceiver. Beyond that, if the result of the 

choice is acceptance with a trust provided to a deceiver’s target information then they have 

been deceived and are likely to endure some loss (due to information that a deceiver obtains 

from the newly initiated connection). There may be connections that users do not attach the 

same level of trust as others, however, from a deceiver’s perspective once the necessary level 

of trust has been achieved to obtain target information then deception has been a success. The 

goal of prevention is to identify identity deception before that loss occurs (before a connection 

with attached trust has been initiated).  

 

Users can take measures to help prevent from falling victims of identity deception. One effective 

strategy we have identified is to use multiple resources (different SNS) to establish whether an 

identity is valid before accepting a connection. This cross-validation can be effective especially if 

one considers that many profiles today overlap between different SNS. For example, a young 

adult is likely to maintain profiles in multiple SNS. By verifying an identity’s validity, an individual 

can prevent himself/herself from being deceived. 

  

Another strategy that can be used by SNS users can be based on the signaling theory [28]. 

Signaling theory posits that there are assessment signals (evidence that are hard to fake such 
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as a government identification) and conventional signals (evidence easier to fake such as 

marital status on one’s social networking profile). There is prevalence on the Internet for 

conventional signals and having the mindset that a conventional signal is sufficient to verify 

one’s identity could lead to erroneous conclusions. Instead, we suggest that users should 

understand the difference between these two types of signals and ask for additional evidence 

(preferably assessment signals). 

 

Finally, users can utilize their social capital (e.g., their social connections) to verify the identity of 

a potential new connection. This is a successful strategy in the offline world in terms of 

deception detection [9] but it can also be used proactively for prevention. For example, an 

individual may employ a strategy where new friend requests would not be accepted until 

another person in their social network has verified the new friend or the friend’s request is 

submitted using a referral. Currently, Facebook does allow individuals to suggest their friends to 

others. 

5. The Need for a Coordinated Effort 
 

There are several issues that arise with identity deception in SNS. Some of these include 

damage to one’s social health, financial loss from information obtained through identity 

deception as well as life threatening consequences for victims (e.g., using identity deception to 

stalk and eventually prey on victims). Deceivers have a plethora of tools at their disposal and 

can abuse the system by masquerading as legitimate users. To detect and prevent identity 

deception, we need to develop simple and easy-to-use and cost effective techniques. 

 

It becomes apparent that one single solution cannot address the issue of identity deception and 

that we cannot talk about prevention without understanding detection and vice versa. A 
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summary of all  detection and prevention strategies presented in this article is provided in table 

1. 

 

Detection Prevention 

User Developer Developer User 

  Security Psychology  

Content 
monitoring and 
time is required 
for successful 
detection 

Analyzing video for 
non-verbal deception 
cues 

Identity 
verification 
measures upon 
registration 

Increasing 
media richness 
through design 

Verifying identity 
and information 
of recipient 
through multiple 
sources 

Detection 
through third 
parties and 
triangulating 
information 

Detecting forged or 
manipulated images 

Gradually 
enabling 
features based 
on score 
increments 
gained through 
participation on 
SNS 

Increasing user 
suspicion on 
others through 
design 

Requiring 
additional 
evidence that 
are not 
conventional 
signals 

Training Social network 
analysis and node 
attributes analysis 

Biometrics and 
Digital 
Fingerprinting 

Increasing 
perception of 
suspicion in the 
eyes of deceiver 
through design 

Using 
individuals 
within social 
network to verify 
identity of a new 
party 

Requiring 
additional 
evidence and 
applying critical 
thinking 

Analyzing non-verbal 
user activity 

 Enabling user 
authorized 
moderation on 
SNS elements 

 

 Audio analysis for 
abnormalities (e.g., 
voice pitch) 

   

 Text analysis using 
techniques (e.g., 
Natural Language 
Processing) 

   

 Similarity analysis to 
detect multiple 
accounts meant for 
identity deception 
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Table 1: Summary of techniques to detect and prevent identity deception in SNS from a user 

perspective and a developer perspective. 

 

Prevention methods may have unexpected adverse effects on SNSs in which they are 

implemented. Identity verification may drive away users from SNSs which rely on user-

generated content to sustain operations. The gradual enabling of services may similarly drive 

away users  who would not have an opportunity to appreciate the full range of options given to 

the users by a SNS. Putting psychological pressure on users has the potential to enhance user 

aversion to a service. In cultures where surveillance issues are prevalent users may even react 

negatively against these protective measures. In contrast, enabling users by training to protect 

their privacy, may also lead to user hostility and reduce trust among users. A SNS that may gain 

the reputation of a network infested with deceivers may disrupt interaction between users. 

These effects have not been studied in the context of deception prevention in SNS and more 

research is needed. 

 

The cost of implementation for deception detection and prevention needs to be considered. 

Informing users and making them more aware is presumably cheaper than having to develop 

detection algorithms or do a complete redesign of the software. Most of the techniques 

described here would need a substantial development and implementation effort because at 

moment ready to implement code for these solutions is scarce. Future research directions 

should examine and evaluate the efficiency of these solutions directly in the SNS environment 

or examine the potential for detection and prevention strategies to be provided by third parties. 

The latter, should also include a discussion on privacy concerns. 

 

Finally, some of these solutions may be implement at an end user’s device with no additional 

concerns but company’s privacy policy and terms and conditions. Other solutions, however, may 
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require change in the infrastructure and industry leaders taking a lead in promoting such 

solutions. For example, we could allow for pinpoint accuracy of an IP address through an ISP’s 

customer record. This can potentially eliminate identity deception but such a measure can 

conflict with many of the ideals of what a “free” internet should be. Activist groups will effectively 

be silenced through such a change. Additionally, this measure also comes into conflicts with 

users that access the Internet through proxies or virtual private networks or even anonymity 

networks such as Tor. Making users more identifiable online will be seen as moving backwards 

in terms of our technological advances in modern networks. However, other solutions may be 

supported by industry leaders if users demand them. For example, identity theft may be 

preventable if individuals may choose to contribute to a database their real names, location a 

set of photos along with other unique data that identify them. The database can cross-reference 

with existing records to verify that no duplicates exist (similar to the approach used by [4]) and 

provide users with a unique login. This login can be used then by social networking sites. The 

feature can alo be optional with social networking sites occasionally verify users using the 

identifier data provided by such a system (such as personal photos) and detection techniques 

(e.g., facial recognition) to verify that no other users are attempting to use another’s identity. 

However, promoting such a system can pose significant challenges for the industry if lessons 

are to be learned by attempts such as OpenID or ORCID. 

6. Conclusion 
 

Detecting deception in SNS and preventing it continue to be a challenge for developers. Over 

the last decade online identity concealment, identity theft and especially identity forgery have 

been made possible to virtually anyone who has Internet access. Attackers are always striving 

to develop innovative techniques to deceive their victims or gain access to people's social 

networks and attack neighboring targets in those social networks. While we are focusing on 
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securing our devices and infrastructure we cannot ignore the fact that humans keep operating 

them. The stakes of deception are high not just for the individuals and their personal lives but for 

organizations as well which may be at risk from the information obtained through online identity 

deception. We have made some progress in detecting deception in SNS with recent computing 

advances which have made some methods computationally feasible. The number of SNS users 

keeps increasing daily and users will continue to be at risk of falling victims to identity deception. 

As a result, we need to continue to explore novel, cost-effective, scalable detection deception 

techniques and SNS designs aimed at protecting users of these SNS. 
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