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1 Introduction 

1.1 A Brief History 

The worldwide Web has radically changed the way we communicate and interact 

with each other and how we manage our privacy. A good example of this is the 

ability to take photos that automatically include geographical information (often 

referred to as geotagging) and share them with a circle of friends. Traditional pho-

tos did not contain any geographical information and so questions that usually fol-

lowed went along the lines of “where was this taken?” Such sentences are becom-

ing obsolete and this is just one of the myriads of changes in our 21st-century 

digital lives. Of course change may not always be for the better. In the past decade 

we have seen cases where social media made news as the dangers of exposing 

one’s private life where made apparent. Employees have been stalked online by 
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employers [62] and teenagers have been deceived by predators [6]. It seems that 

we are not yet fully familiar with this new world that came into our lives, or are 

we familiar? 
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Long before the advent of the Web, in the early 1990s there was a world of so-

cial media used in organizations to enhance collaboration [31, 32]. The motivation 

behind social media at that time stemmed from the need to collectively create and 

disseminate information and while early computer interfaces provided limited 

richness in people’s communication, they were still effective enough to be adopted 

by organizations at the time. Bulletin board systems have been around since 1978 

and have been used by people to make announcements, inform friends about meet-

ings, and share other information through postings [65]. 

1.2 From Web 1.0 to Web 2.0 

The revolutionary moment in history came with the advent of the Web or Web 1.0 

in 1993 when it was released to the world [42]. While early web interface (e.g., 

gopher) provided the ability to view and edit pages (as it was the need of the early 

physicists at CERN (The European Organization for Nuclear Research) who need-

ed to update and exchange results among them), it was, however, static and fea-

tured (technically) non-editable pages to individuals other than the owner of a 

server hosting those files. In fact, the Web remained this way for a while with 

people in 1999 describing web pages as “static screenfuls” [21]. There were vari-

ous limitations as to the interactions provided by that early Web and so people 

who sought interactivity and exchange of content used software tools such as In-

ternet Relay Chats (IRC) and MUD games [58]. Another prominent feature of 

Web 1.0 was the clear distinction between the user and the webmaster (the owner 

of a website). One-way communication between who contributes the content and 
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to whom it is being delivered could clearly be identified. All of this was bound to 

change the moment new technologies allowed for an advanced level of interactivi-

ty online. Adoption of new technologies seems to be dependent on the age with 

the younger population being more receptive to new technologies [57]. During the 

period 1995–2000, we saw an under-representation for the older age groups [48] 

and the adoption of new technologies was becoming more ubiquitous. Bernal [5] 

has been one of the few people to articulate the shift between Web 1.0 and 2.0. He 

argued that while the focus of Web 1.0 was on delivering products, the focus for 

Web 2.0 has been toward the delivery of services and increasing interactivity 

among users. Bidirectional interaction was quickly achieved by combining and 

ensuring compatibility among multiple technologies along with expanding the 

processing and scalability capabilities of databases and web programming lan-

guages. Additional service-oriented architectures helped to promote these services 

further. There was tremendous potential for many user-driven businesses to thrive 

under a Web 2.0 model [70] but many have also advised caution and suggested 

that this change may not ensure commercial success for all businesses [38]. To-

day, many enterprises are enjoying the benefits of Web 2.0 technologies with the 

majority of top executives favoring such strategies [60]. Web 2.0 technologies 

provide flexible design and rich and responsive user interfaces. They allow for 

collaborative creation of content, developing new application and services that 

communicate across different platforms, and establishing social networks of peo-

ple with common interests, as well as supporting collaboration and collective in-

telligence [60]. It is worth pointing out that people were collaborating online and 



5 

5 

 

forming communities well before Web 2.0 [39]. Howard [39] argued that the crea-

tion of online communities and collaboration could also happen with software 

(desktop applications or video games) that is not Web based. Gradually, a trend 

started appearing for Internet software that was providing more social tools to us-

ers. This is not surprising if one considers that users value personal interaction 

with the software as well as social interaction with other people [16]. The freedom 

provided by interactive social tools that allowed not only for two-way communi-

cation between users but also user contributions to content enabled Internet users 

to explore social interactions like never before. Networked communications have 

evolved to accommodate the needs of humans as social beings [40]. The idea of 

social media came to life. 

 

2 Social Media 

Social media and Web 2.0 are not the same. Social media refer to Internet-based 

applications that build on the foundations of Web 2.0 and allow for the creation 

and exchange of user-generated content [43]. Under the large umbrella of social 

media one can find applications which include, blogs, collaborative project (e.g., 

Wikipedia), social networking sites (e.g., Facebook), content communities (e.g., 

YouTube), virtual social worlds (e.g., Second Life), virtual game worlds (e.g., 

World of Warcraft), and micro-blogging (e.g., Twitter) [43, 44]. Social networks 

have had a great impact on our society and they are the most representative type of 

social media for their use of Web 2.0 technologies. 
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2.1 Social Networks 

Social networks have gained a lot of interest and popularity over the last decade. 

Kaplan and Haenlein [430] defined them as applications that enable users to create 

personal profiles, invite friends to connect with them, and to have access to other 

people’s profiles. These profiles can include various types of information such as 

photos, video, audio files, and even blogs. The basic ingredients of a social net-

work are to allow for the construction of public or semi-public profile, to articulate 

a list of users that individuals share a connection with, and to view and share that 

list with others within a system [10]. There is also a distinction between a social 

network site and a social networking site. According to Boyd and Ellison [10], 

networking implies relationship initiation often between strangers. However, lines 

have been blurred with today’s social networking services offering both network-

ing with existing relationships as well as initiating new with strangers. Henceforth, 

we assume that by social networks we mean applications both for network as well 

as networking in terms of the goals of a social media service. 

2.2 Social Networking Sites 

The first social networking site according to many was SixDegrees.com and was 

launched in 1997 [10]. It was the first website to combine features that allowed 

profile creation, forming friend lists, and sharing those lists with others. The web-

site managed to attract 3.5 million users until it finally closed down in 2000 after 

being bought off for $125 million [51]. Subsequently, several other services such 

as LiveJournal.com started offering social networking features [10], but it was re-
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ally later on in 2003 when modern social networking sites were launched with the 

primary goal of providing a digital representation of user networks, initiating and 

managing relationships. 

2.2.1 LinkedIn 

Linkedin.com was launched in 2003 with the intent to connect professionals with 

their networks. In January 2009 the network had 32 million members and in 

March 2011 it had 100 million members.1 At the time of writing, the website has 

225 million users.2 LinkedIn allows individuals to create professional networks, to 

view how they are linked with other members, and view what their degree of sepa-

ration is (how many connections apart they have) from a target member [49]. This 

means that an individual’s social network becomes tangible. As such, social capi-

tal has ceased to be an abstract concept but has become a visible structure that an 

individual can keep expanding and restructure. 

2.2.2 Friendster 

Another website that was launched in 2002 did not share the same success that 

LinkedIn did. Friendster is recognized as one of the best examples of early popular 

social networks [10]. The website started off as a dating website but encouraged 

users to join even if they were not looking for dates [8]. The idea behind Friend-

ster was that friends of friends are good candidates for dates. The decision was 

made to arbitrarily allow people to connect with others as far as four degrees 

                                                           
1 http://techcrunch.com/2013/01/09/linkedin-hits-200-million-users-worldwide-adding-new-users-at-rate-of-two-

per-second/ 
2 http://www.linkedin.com/about-us 
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(connections between individuals) away in their network. Any individuals beyond 

four degrees from an individual could not be reached; a choice that is restrictive 

for a community according to the theory of six degrees of separation [76]. The 

website was launched in 2002 and by mid-August it had 1.5 million registered us-

ers [8]. Boyd [9] was one of the first researchers to study the popular website and 

suggested that the human–computer interaction community should consider the 

evolution of social community along with the underlying technology. Her argu-

ments made an accurate prediction of the technical and social difficulties that the 

website later experienced. Servers frequently failed because they could not sustain 

the increased traffic as premature web software of the time was not designed to 

handle the amount of interactive actions of millions of users. In turn, users became 

frustrated, leading to some of them switching their email addresses to Friendster’s 

email service. Additional social issues (such as the influx of new users who were 

unfamiliar with community norms) also led to the decline of Friendster’s online 

community. The balance of current social groups was shaken due to the influx of 

new users and users who wanted to connect with others beyond the four-degree 

limit [8]. The so-called fakester account was an early version of developing pages 

of special interests so that people can find others with common interests (e.g., fans 

of Star Wars movies). Many of these accounts had thousands of friends, which 

created computational loads for the ill-equipped servers at the time. The decision 

was made by Friendster to delete all of these accounts to resolve website is-

sues.This resulted in a rejection of the website in the United States by early 

adopters due to several issues such as social collisions (e.g., employers being able 
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to monitor their employees’ work activities) and a loss of trust between users and 

the site as a result of the deletion of these accounts [25]. Many of these actions vi-

olated the hierarchy of needs for online users, which arguably if used could have 

put user needs first [50]. The website has made a comeback in recent years and in 

October 2008, according to a press release, it reached 85 million members world-

wide.3 

2.2.3 Myspace 

Friendster was followed by Myspace, another popular social networking site that 

was launched in August 2003. Myspace grew rapidly as Friendster’s popularity 

declined, because some of their adopters saw it as a safe haven to express their in-

terests (something that was limited in Friendster due to its four-degree policy) 

[10]. Significant attention was given to bands and music, which helped to increase 

the number of users. Myspace expanded its features based on user demand and al-

lowed for page personalization (e.g., adding HTML to alter the layout), which 

boosted its popularity further. Myspace also focused on developing policies to al-

low teenagers to join the service, which further increased its user base. At its peak, 

in 2008, the website had 75.9 million users4 before the service started declining 

because of safety issues that plagued the service [10]. In June 2011, the service 

was down to 33 million users although after a recent redesign it has been picking 

up traffic once again. 

                                                           
3 http://web.archive.org/web/20100522004359/http://www.friendster.com/info/presscenter.php?A=pr48 
4 http://mediadecoder.blogs.nytimes.com/2012/02/12/myspace-to-announce-one-million-new-users/?_r=0 
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2.2.4 Facebook 

One social networking service that perhaps gained from all the predecessor social 

networks that rose and fell was Facebook. It is the most popular social networking 

site currently and the longest to maintain such a title. The service has experienced 

a skyrocketing growth by designing its website to provide the best features by ad-

dressing several of the deficiencies of previous social networking services. 

Launched in 2004, Facebook has seen a dramatic increase of its user base world-

wide (Fig. 12.1). In September 2013, the website had 1.19 billion users monthly 

with average daily unique users at 727 million.5 Approximately 80% of its daily 

user base is outside of the United States and Canada, with some countries reaching 

high penetration levels among their Internet users (higher than 90%).6 

 

 

Fig. 12.1 Approximate growth of monthly users in millions for Facebook  

(Source: https://newsroom.fb.com/) 

                                                           
5 http://newsroom.fb.com/Key-Facts 
6 http://www.internetworldstats.com/facebook.htm 
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2.2.5 Mobile social networking 

Social network usage has increased by 64% since 2005 [11]. Currently, Facebook 

and Twitter (a micro-blogging service) have reached 82% of the world’s Internet 

users [69]. In the last few recent years a dramatic shift has been observed in peo-

ple accessing the Internet via mobile devices leading to the emergence of mobile 

social networking. Mobile social networking implies social networking services, 

which include social structures with entities (individuals or organizations) con-

nected through various types of interdependency (e.g., common interest, friend-

ship, etc.), that are used by individuals through their mobile devices [41]. Jabeur et 

al. [41] attribute the rise in popularity in the enabling of new ways for social inter-

action and collaboration by taking advantage of location-based services and data-

sharing services (e.g., photos) provided by mobile devices in an immediate way. 

Mobile social networking services can be divided into two types, those with native 

support only for mobile devices (e.g., Instagram) and those offering mobile as 

well as web access to their services (e.g., Facebook). 

Historically, early mobile social networking has been observed since 1999 [52]. 

These applications came usually pre-installed in mobile devices and some fol-

lowed a subscription-based model. They are similar to primitive versions of early 

social networks with the ability to broadcast messages to many people at once, but 

focus less on profile creation and management. During the early 2000s, a transi-

tion was observed with the release of early wireless application protocols (WAP) 

third generation (3G) technologies when applications started being released with 

social networking features incorporated in them. These were still developed and 
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maintained by the manufacturer, or in close association with the manufacturer or 

carrier of mobile services. By the late 2000s, applications developed by third par-

ties (e.g., independent developers) were able to be installed in mobile devices, 

which radically altered the range of applications available for consumers. 

One of the most popular examples of early native mobile social networking ap-

plications was Instagram, which was launched in October 2010. The application 

provided a photo and video sharing social networking service to mobile users in 

collaboration with other social networking services (through websites and mobile 

portals). The service was released for free through Apple’s App Store and Google 

Play, which helped to increase its popularity. By April 2012 it had 100 million ac-

tive users7 when it was sold to Facebook for $1 billion.8 Figure 12.2 depicts the 

growth of the service. 

 

 

 

                                                           
7 http://instagram.com/press/ 
8 http://abcnews.go.com/blogs/technology/2012/04/facebook-buys-instagram-for-1-billion/ 
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Fig. 12.2 Growth of active members in millions for Instagram  

(Source: http://instagram.com/press/). 

Many social networking sites also expanded their access to mobile devices. Fa-

cebook started offering mobile access to iPhone users in August 2007 and almost 

a year later it reached 1.5 million regular users. In 2008, a Facebook mobile appli-

cation was offered to iPhone users. As of December 2013, 945 million users ac-

cess Facebook monthly through mobile devices (approximately 77% of its total 

monthly users).9 

The increase in usage of mobile social networks has led to the emergence of 

geosocial networking. This is social networking that includes geographic services 

and features such as geocoding and geotagging, which alter the social dynamics of 

a mobile social networking service (e.g., recommendation systems that can help 

with attendance at events in close proximity based on past movement patterns and 

location history) [64]. For web-based social networks, a user’s location is attached 

to content using their internet protocol (IP) address (which is tracked to an approx-

imate position at city or area level) or wireless hotspot trilateration (which uses 

multiple wireless hotspots to determine the relative location of a user). For mobile 

social networks, cell phone tracking and Global Positioning System (GPS)-

enabled services can be used to attach geographical information to content. 

                                                           
9 https://newsroom.fb.com/key-Facts 

http://instagram.com/press/
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2.3 Impact of Social Networking on Society 

The success of social networking sites can be attributed to their ability to satisfy 

social needs (e.g., the need to communicate with others and be a part of a social 

group) that online users have. Social networking sites have become an extension 

of an individual’s real life, containing a detailed documentation of a person’s so-

cial network along with aspects such as their experiences, thoughts, beliefs, and 

preferences. Social networking sites are helpful for people with low self-esteem 

and low life satisfaction and provide a tremendous advantage for managing social 

capital [25]. Social capital, defined loosely as the value of social relations that 

helps provide benefits to individuals or groups [17], became the term to define the 

well-being of groups and society. As the number of social networking users in-

creases, a higher number of online relationships are expected to form, and, as a re-

sult, people connected to others are likely to receive more positive feedback from 

these relationships [77]. Positive feedback received by users’ social networks en-

hances their social self-esteem as well as their well-being. People using social 

networking sites tend to have more virtual friends than real-life friends [79]. Cor-

porations also exploit the benefits of using social networks for supporting brand 

promotion and marketing campaigns [12, 17]. Social networks can also be profita-

ble business models [59]. 

Social networks have also been affected by various issues. One example is the 

differential adoption due to the digital inequality [35]. This digital divide has eco-

nomic, sociological, and political drivers that affect not just the adoption of social 
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networking sites but also the adoption of the Internet [30]. For users who end up 

using social networks, one of the most popular issues relates to privacy [3, 53, 68]. 

 

3 Privacy Issues in Social Networks 

As discussed in the introduction to this chapter, there are a large number of priva-

cy concerns in the field of social networks. These concerns have greatly increased 

in the past years due to the advent of online social networks. Facebook, LinkedIn, 

and Twitter are already well-known social networks that have a large audience in 

all age groups. Recently more trendy social sites such as Pinterest, Instagram, 

Vine, Tumblr, WhatsApp, and Snapchat are being preferred by the younger audi-

ence [63]. The amount of data that those social sites gather from their users is con-

tinually increasing and these data are very valuable for marketing, research, and 

various other purposes. At the same time, the data usually contain a significant 

amount of sensitive information, which should be protected against unauthorized 

disclosure. It is safe to say that any collection and storage of individual data re-

gardless of intent, can lead to privacy implications that would not have existed 

otherwise [66]. One example of such a situation was  in 2006 when, to stimulate 

research on real Internet data, AOL made available over 20 million search queries 

from over 650,000 users. Although the data was de-identified (in a poor way), in-

dividuals that conducted specific searches were identified in the data. The main 

reason why this was possible was that many users searched for their city, neigh-

borhood, and even their first and/or last name. The New York Times published a 
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story about one such re-identified individual, Thelma Arnold, from Liburn, Geor-

gia in the United States, who was discovered through her queries terms [2]. Lucki-

ly, no significant harm was reported for any individual from the released data. 

However, the researcher responsible for de-anonymizing and releasing the data 

was dismissed and the AOL chief technology officer resigned. 

For social network data, privacy can be seen from different angles. Imagine an 

online social network site (such as Facebook, Orkut, etc.). These sites gather data 

from a large number of users, and that data is published to other users based on 

privacy controls of the user that owns the data. For instance, Facebook has a series 

of privacy settings that allows a user to choose what to share and with whom. 

These controls go beyond these basic features, and a user can create various levels 

of friends, review any information that others post about them before it is posted, 

and so on. What is important to note at this point is that this view of privacy is us-

er-centric or local. This type of privacy is commonly called social privacy [66]. A 

second view of privacy is when we look at the whole social network data. Any so-

cial network site will gather data and use this data for other purposes as specified 

in their data use policy. For instance, Facebook has a very detailed data use policy 

in which they describe how they use the information received from their users. Of 

particular interest for privacy is how this information is shared to other parties 

(companies):  

“Your trust is important to us, which is why we don't share information we re-

ceive about you with others unless we have: 

 received your permission; 
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 given you notice, such as by telling you about it in this policy; or 

 removed your name and any other personally identifying information from 

it.” [26] 

 

 

Fig. 12.3. Social network privacy types. 

 

As stated above, the social network data is de-anonymized prior to being shared 

to other companies. However, as seen from the AOL case, the de-anonymization 

process may not be fully successful and the privacy of certain individuals may still 

be at risk. This view of privacy is network-centric or global and it is commonly 

called institutional privacy [66]. The institutional privacy can also be seen from 

two distinct angles. First, the social network site, as the data collector (many times 

this is referred to in the literature as data owner, we chose to use this term since in 

many data use policies, such as Facebook’s, the data owner is considered the user 

that provided the data), has unlimited access to all collected data, thus, protecting 

privacy from the data collector is an Herculean task. In general this situation is not 

considered a privacy concern because the data collector is trusted with the data di-
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rectly by the user. The user has the option of not participating in that social net-

work site and he or she remains unknown to the data collector. This is more diffi-

cult than it appears because in many cases the data is not voluntarily provided to a 

data collector. An example of such a situation is the data collection practices of 

NSA as revealed by the whistle-blower, Edward Snowden [24]. This type of pri-

vacy, when the social network data collector is not trusted or the data is gathered 

without the knowledge of the user, is known as surveillance privacy [66]. The 

second view of institutional privacy is when the social network data is shared by a 

trusted data collector to third parties. Due in major part to AOL anonymization 

failure, there are no recent attempts to publically provide anonymized data to re-

searchers; however, this sharing of collected data happens when there is a signifi-

cant benefit for the social network site. The data is anonymized (this is most likely 

specified in the data use policy, for instance, Facebook will anonymize their data 

before sharing it with others) and shared with companies that are in general trusted 

by the original data collector. However, the anonymization process must aim to 

protect the individual data from disclosure in case attempts to re-identification oc-

cur. In the context of social network data, we call this type of privacy network pri-

vacy. A variant to this scenario is when the data is not shared with other parties, 

but the data collector shares the result of various queries with third parties. While 

this approach seems to better protect the individual’s privacy it still may lead to 

privacy breaches and it requires the data collector to be able to process the queries 

requested by other parties, anonymize the query result, and provide these results to 
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requestors. We include this scenario in the context of network privacy. Figure 12.3 

illustrates these privacy types. 

 

Table 12.1 Social network privacy concerns 

Social Privacy 

User awareness 

Privacy controls complexity 

Privacy controls changes 

Privacy controls conflicts 

Surveillance Privacy 

Not-trusted social network provider 

Data collected without user permission 

No oblivion 

Network Privacy 

Data collected for profit 

Lack of proper anonymization 

Increase sharing of collected data 

 

We will present briefly the main privacy concerns related to each type of social 

network privacy (see Table 12.1 for a summary). A solution for each such prob-

lem is presented in the next section. For social privacy, the main concern is 

whether or not the user understands the privacy risks he or she is taking when 

sharing information on a social network (user awareness). As recent as 2012, ap-
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proximately 8% of US Facebook users had never heard about Facebook privacy 

tools. What is more alarming is that even people that are aware of privacy risks do 

not take appropriate steps to protect their privacy. For instance 28% of US Face-

book users share their wall posts to a wider audience then their friends [18]. The 

positive news is that users have become more aware of their privacy. In a study 

that used public profiles from New York City, 52.6% of the users hid their friends 

list from their public profile as of June 2011, whereas in March 2010, only a little 

bit more than a year earlier, 17.2% of the users hid their friends list [19]. Related 

to the user awareness with respect to privacy, difficulty in setting privacy controls 

makes the users prone to giving up in selecting an appropriate privacy policy (pri-

vacy controls complexity). For example, Facebook privacy controls are spread in 

at least six different tabs: Privacy, Timeline and Tagging, Blocking, Followers, 

Apps, and Ads. An example of such a tab is shown in Fig. 12.4. To add to this 

complexity, the privacy controls are not easily accessible from the data use policy, 

and when there explanation is not clear or even provided [27]. 
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Fig. 12.4 Facebook privacy control — privacy tab. 

 

Moreover, privacy controls may change and this can contribute to reducing the 

privacy (privacy controls changes). Again, we use Facebook as an example. As 

recent as late 2012, Facebook made significant changes to their privacy controls 

and policies. While these changes simplified the privacy control and policies, they 

create some additional privacy concerns. For instance, Facebook decided to re-

move the privacy setting that let users hide their Timeline from people who search 

for it [34]. In addition, some privacy shortcuts were disabled and made available 

only from the main privacy page. An example of such a privacy shortcut is the 

pop-up on the top of the News Feed that answered questions such as “Who can see 

my stuff?” [34]. Also, the data use policy does not offer direct links to privacy 
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controls. To add to that, the Facebook privacy policy changed to allow more shar-

ing of data to third-party companies. The new policy states:  

You give us permission to use your name, and profile picture, content, and information in 

connection with commercial, sponsored, or related content (such as a brand you like) 

served or enhanced by us. 

While the old policy was more user-friendly:  

You can use your privacy settings to limit how your name and profile picture may be 

associated with commercial, sponsored, or related content (such as a brand you like) 

served or enhanced by us. [27] 

This new policy is more related to network privacy and it shows that some of 

the privacy concerns are applicable to more than one privacy type. 

In some cases, the privacy controls may have conflicts and, when two controls 

specify the privacy setting for the same data item, it is difficult to know which pri-

vacy control takes precedence (privacy controls conflicts). Privacy policy conflicts 

exist in many common social networks such as Facebook, MySpace, Orkut, Twit-

ter, and Google+ [80]. For example, in Facebook, a user may choose to have his or 

her friends’ list private. However, if some of that user’s friends keep their corre-

sponding friends list public, some friendship relations can be inferred by an au-

thorized user. This type of conflict is common to other privacy settings as well 

[80].  

With respect to surveillance privacy, an important concern is that the initially 

trusted social network becomes non-trusted (not trusted social network provider). 

Also, there are organizations that have the capability of collecting data without us-

er approval and can use this data for their own purposes (data collected without 

user permission). In addition to these concerns, the fact that any published data 

may stay published or stored forever may increase the possibility of surveillance 
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and constitute an important privacy concern. It is very difficult to enforce the right 

to be forgotten, also known as oblivion, on social networks (no oblivion). Differ-

ent countries have opposing views with respect to oblivion and their regulations 

are contradictory to each other. For instance, in France, the law recognizes the 

right of oblivion, a convicted criminal can object to the publication of his criminal 

record after he or she has satisfied their punishment. In the United States, publica-

tion of criminal records is protected by the First Amendment. 

Network privacy concerns are less known to the general user of a social net-

work than the social and surveillance privacy concerns, but they are very im-

portant in any discussion of social network privacy. The main reason a social net-

work site gathers user data is to be able to monetize that data. Gathering more 

personal data, which can be successfully analyzed, mined, and consequently used 

for target advertisement, is the main goal of a social network company. This ever 

increasing amount of personal data creates more and more potential privacy viola-

tions (data collected for profit). In the past few years, Facebook users disclosed 

less information publically, which shows increase in user awareness of social pri-

vacy concerns. However, during the same time, the average Facebook user seems 

willing to disclose more and more information privately to his or her friends. This 

contributes to more data collected by Facebook and third party apps, and this data 

can be used for advertisement or other purposes directly by the data collectors 

[74]. The collected data are usually released to other companies in an anonymized 

form; however, since the anonymization methods are not public, it is not clear if 

the anonymized data are able to avoid re-identification of individuals (lack of 
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proper anonymization). For instance, Facebook can share user data if they “re-

move your name and any other personally identifying information from it.” Cur-

rently, more and more companies are specialized in Big Data and data analytics. 

Developing efficient methods to analyze large amount of data will contribute to a 

need for social network data. A social network site will benefit from selling their 

anonymized data to such data analytics companies and potential privacy violations 

will increase (increase sharing of collected data).  

The above classification is not completely disjointed; some of the privacy con-

cerns are true for more than one privacy type. For instance, user awareness is also 

important for surveillance privacy and network privacy, and no oblivion privacy 

concerns exist in network privacy as well.  

Section 4 will provide existing privacy solutions to the above concerns with a 

focus on technical solutions. 

 

4 Privacy Solutions for Social Networks 

Since there are many privacy concerns regarding social network data, there is not 

an easy solution to these problems. Moreover, to protect privacy of individuals the 

privacy solutions must be supported and provided by legislators, social network 

sites (social network service providers), and social networks users [67]. All these 

three entities have the ability to enhance the privacy protection for each type of 

entity. Figure 12.5 captures this interaction. Social network privacy is divided be-

tween social privacy, surveillance privacy, and network privacy (institutional pri-
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vacy is not shown). The legislators, social network sites, and their users can pro-

vide privacy solutions for each type of privacy. 

 

Fig. 12.5 Social networks privacy — a common effort. 

 

For social privacy, the legislators can require that social network sites have a 

privacy policy and a set of privacy controls that is appropriate for the type of data 

the site collects. The legislators can also require that the social network sites have 

a good education system of their users and the privacy implications of their data 

are disseminated to all their users. The social network sites also provide important 

solutions for social privacy concerns. Privacy friendly default settings, easy to use 

privacy controls that change infrequently or not at all, allowing creation of pseu-

donymous profiles as an option, and avoiding privacy conflicts are some of the so-

lutions a social network site can employ to protect the privacy of their users. Last 

but not least, the users must be educated about the privacy implication of sharing 
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their data. In the context of social privacy, the users should make sure who their 

friends are, and they should use appropriate privacy controls for the data they 

share. It is important to respect the privacy of others as well, and to also guard the 

privacy of one’s children [67]. 

We provide an example regarding privacy policy conflict and we discuss how 

this problem can be solved.  

 

 

Fig. 12.6 Allow-take-precedence privacy policy 

 

 

In Fig. 12.6, the Celebrity user chose to make her list of friends private. Some 

of her friends (Friend 1 and Friend 2 are depicted) chose to make their list of 

friends public. Due to their choice, the corresponding friendship relationships are 

public and this violates the choice of the Celebrity user. This privacy policy con-

flict, known as allow-take-precedence policy, is widely used in existing social 

networks such as Facebook and Orkut [80]. Solutions proposed for this privacy 

violation include [80]: 
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- Redesign of privacy policy. This is extremely difficult if the users can 

choose their own privacy policies. While it is easy to employ, it will set 

standard privacy policy for all users that can be viewed as either too re-

strictive or too permissive. 

- Deny-take-precedence policy. The social network site may deny the 

Friend 1 and Friend 2 users the ability to publish their friendship relation 

with Celebrity user due to Celebrity user settings. This approach is known 

as deny-takes-precedence. Since it is based on both users’ preferences, it 

requires more processing from the social network site software and it is not 

currently employed. This approach will give preference to privacy when 

there is a privacy policies conflict between users. 

- Avoid using bi-directional friendship relations. This is possible in social 

networks that allow relations of type followers and following. In this case 

each user may choose their own preference for their corresponding lists. 

Still an adversary may infer entries of a private list from public lists of the 

victim’s friends (followers or followings), and these solutions still have the 

original problem although in a limited scope. 

- Privacy policy negotiations. In this scenario, privacy policies are dynami-

cally updated based on given requirements of utility and privacy. Such pol-

icy negotiations are still in an early development stage and it is not clear 

how well they can satisfy all users. As an example, in a game theoretic ap-

proach used for those negotiations, users cannot protect their information if 

others sharing the information request to make it available [73]. 
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For surveillance privacy, the most obvious solution is to avoid posting any sen-

sitive information on online social networks. While this is an easy solution, it is 

difficult to enforce considering how pervasive the social networks are today. In 

this type of privacy, the social network site is not trusted and thus the private in-

formation should not be provided in clear form. The basic solution for enforcing 

this is the usage of cryptographic methods. There are several applications that use 

encryption to protect users’ information on the social network sites. Some of them 

are listed below: 

- FlyByNight. This application is implemented for Facebook and encrypts 

the user data before being stored on Facebook. Unfortunately, FlyByNight 

relies on Facebook servers for key management, so it fails to protect 

against the surveillance of the social network provider []55. 

- NOYB (none of your business). NOYB is also used on Facebook and it 

uses encryption to protect personal details of users. It protects against the 

surveillance of the social network provider (Facebook in this case) but it is 

applicable only to specific attribute data from the user profiles and it does 

not allow encryption of free text [29]. 

- FaceCloack. This application is a Firefox browser extension that uses a 

symmetric key to encrypt user personal information in Facebook. This 

method requires the use of dedicated FaceCloack servers that store part of 

the user profile in an encrypted form [56]. 
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- Scramble! This application is designed as independent from a specific so-

cial network platform. The content is also encrypted prior to being shared 

in the OSN, and only friends can decrypt it [4]. 

Other solutions regarding surveillance privacy include implementation of a so-

cial network site as a distributed site, use of fake traffic to obscure user activity, 

and use of anonymous communication network such as Tor [20]. 

The main solution for network privacy is network anonymization. To define a 

network anonymization model it is important to understand what constitutes a pri-

vacy violation for a social network. A privacy violation (or breach) occurs when 

sensitive information about an individual is disclosed by an adversary. In the con-

text of social networks the most common types of privacy violations are: identity 

disclosure, attribute disclosure, and link disclosure [81]. 

Identity disclosure refers to the correct re-identification of a node (such as a 

person or an institution) in an anonymized social network when the adversary uses 

the anonymized network and other available information about individuals from 

the network. 

Attribute disclosure refers to an adversary finding out something new about the 

target individual, but in this case the adversary may not know which node in the 

network the individual represents. 

Link disclosure occurs when an adversary discloses the existence of a sensitive 

relationship between two individuals from the social network. This type of disclo-

sure assumes that some relationships are sensitive and their privacy must be pro-

tected. 
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In order to anonymize a social network it is also important to understand what 

types of data are sensitive and what types of data might be known from other 

sources. These assumptions lead to various social networks models. We present 

below an example of such a model. 

We model a social network as a simple undirected graph G = (N, E), where N is 

the set of nodes and ENN is the set of edges. Each node represents an individu-

al entity. Each edge represents a relationship between two entities. 

The set of nodes, N, is described by a set of attributes that are classified into the 

following three categories: identifier attributes such as Name and SSN that can be 

used to identify an entity, quasi-identifier attributes such as zip code and sex that 

may be known by an adversary, and sensitive attributes such as diagnosis and in-

come that are assumed to be unknown to an adversary.  

For simplicity, only binary relationships are allowed in our model. Moreover, 

all relationships are of the same type and, as a result, they are represented via un-

labeled undirected edges. Also, this type of relationship is considered to be of the 

same nature as all the other “traditional” quasi-identifier attributes. In other words, 

the graph structure may be known to an intruder and used by matching it with 

known external structural information; therefore, serving in privacy attacks that 

might lead to identity and/or attribute disclosure. In this model, link disclosures 

are not a privacy concern. An example of a social network is shown in Fig. 12.7. 

Age and zip are quasi-identifier attributes and disease is a sensitive attribute. The 

identifier attributes are not shown. 
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In addition to the privacy concerns that must be understand and captured in an 

anonymized network, of similar importance is the utility of the data. The anony-

mized network, while protecting the individual’s privacy must also preserve much 

information to maximize the utility of the social network. Since it is difficult to 

know how the network is used, defining utility is not a trivial problem. Early work 

in social network anonymization usees the total number of edge additions and de-

letions to measure the utility loss [54]. Newer approaches focus on preserving the 

topological features of a network such as centrality measures, degree distributions, 

and clustering coefficients [1].  

 

 

Node Age Zip Disease 

X1 25 41076 diabetes 

X2 25 41075 cancer 

X3 27 41076 flu 

X4 35 41099 cancer 

X5 38 48201 cancer 

X6 36 41075 flu 

X7 30 41099 flu 

X8 28 41099 diabetes 

X9 33 41075 diabetes 

 

 

Fig. 12.7 A social network example 

 

We present next some of the most common social network anonymization ap-

proaches.  
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The main two approaches to anonymizing social networks are categorized as 

follows [81]: 

- Edge modification. These techniques propose edge deletion and additions 

to help in anonymizing the network. The network structure will be altered 

by these changes, and the goal is to minimize the number of edge modifi-

cations while the privacy requirements are met and the data utility is max-

imized. The most used anonymization approaches in this category are: k-

degree anonymity [54], k-neighborhood anonymity [82], and k-

automorphism [83]. These approaches will be briefly introduced in this 

section. The above models focus on avoiding node re-identification. Other 

approaches such as k-isomorphism [15] and l-opacity [61] focus on pre-

venting link disclosure, in which the adversary learn about a sensitive rela-

tionship between individuals. 

- Clustering or network generalization. This technique proposes publica-

tion of aggregate information about the network structure. In this way at-

tacks based on network structure are made very ineffective; however, the 

utility of the network may be too low. We will present the k-anonymous 

clustered social network [13, 75] in this section.  

Two other approaches are as follows: 

- Randomization. This is a special case of anonymization via edge modifi-

cations. The graph structure is modified by deleting and adding edges at 

random such that the total number of edges is unchanged. Unfortunately, 

this approach is altering significantly the utility of the data [36]. 
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- Differential privacy. In this approach individual nodes are protected un-

der the definition of differential privacy [23]. Usually in this approach the 

network is not anonymized and it is kept by the data owner, only releases 

of network measures such as degree distribution are allowed [37]. This 

constraint makes the differential privacy approach less flexible than the 

other anonymization approaches mentioned above. However, very recent 

developments allow non-interactive network data publication while differ-

ential privacy property is satisfied [14]. A high-level discussion about dif-

ferential privacy in social network data is included in this section. 

The K-degree anonymity model assumes that the degree sequence of nodes in a 

social network is potentially available to an adversary and the anonymization aims 

to create groups of nodes with similar degree values. A network G = (N, E) is k-

degree anonymous if for every node X∈N  there exist at least k – 1 other nodes that 

have the same degree as X. Liu and Terzi proposed an algorithm that creates a k-

degree anonymous network and minimizes the number of edge deletions and addi-

tions [54]. In Fig. 12.8 we illustrate an example of a three-degree anonymous net-

work. Notice that three new edges were added to the network (shown in bold) and 

one was deleted (dashed). In this example nodes X1, X3, and X4 have the degree 4, 

and all other nodes have the degree 2. 
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Fig. 12.8 A social network and a corresponding three-degree anonymous network 

 

The k-neighborhood anonymity model assumes that adversary knows the im-

mediate subgraph of the target node. The immediate subgraph contains all neigh-

bors and relationships between neighbors. A node X is k-neighborhood anony-

mous if there exist at least k-1 other nodes such that the subgraph constructed by 

the immediate neighbors of each such node is isomorphic (has the same structure) 

to the subgraph constructed by the neighbors of X. By immediate neighbors we 

mean the nodes that are directly connected to the starting node. A graph satisfies 

k-neighborhood anonymity if all the nodes are k-neighborhood anonymous. There 

are heuristic algorithms that construct k-neighborhood anonymous networks. Such 

algorithms start by identifying all different neighborhoods and then it creates 

groups of identical neighborhoods of size k using edge additions and deletions 

[82]. In Fig. 12.9 we show a three-neighborhood anonymous network. Notice that 

three new edges were added to the network (shown in bold) and two were deleted 

(dashed). In this example nodes X3, X4, and X7 have isomorphic immediate neigh-

borhoods. All the remaining six nodes have also isomorphic neighborhoods. 
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K-automorphism anonymity assumes that the adversary can know any subgraph 

around a certain node. A network is k-automorphic if the view of the network 

from any node is identical with the view of the network from at least k-1 other 

nodes. The complete mathematical definition for k-automorphism and a heuristic 

algorithm is presented in [83]. Note that in Fig. 12.9, the anonymous network is 

also k-automorphic. 

Based on the above definitions, it is easy to notice that any k-automorphic net-

work is also k-neighborhood anonymous network, and any k-neighborhood anon-

ymous network is also k-degree anonymous network. 

 

 

 

  

 

Fig. 12.9 A social network and a corresponding three-neighborhood anonymous network (which 

is also three-automorphic network) 

 

A k-anonymous clustered social network uses a different approach. Based on a 

grouping strategy that tries to maximize an objective function, the nodes from a 

network are partitioned into pair-wise disjoint clusters. These clusters will then be 
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generalized to super-nodes, which may be connected by super-edges. The goal of 

this process is to make any two nodes coming from the same cluster indistinguish-

able based on their relationships. To achieve this objective, Campan and Truta de-

veloped intra-cluster and inter-cluster edge generalization techniques that were 

used for generating super-nodes and super-edges, and so generalizing the social 

network structure [13]. To satisfy the k-anonymous clustered model — derived 

from the well-known k-anonymity property for microdata — each cluster must 

have at least k nodes. The algorithm used in the anonymization process, called the 

SaNGreeA (Social Network Greedy Anonymization) algorithm, performs a greedy 

clustering processing of an initial social network in order to generate a k-

anonymous clustered social network. In this algorithm the nodes that are more 

similar in terms of their neighborhood structure are clustered together using a 

greedy approach. To do so, a measure that quantifies the extent to which the 

neighborhoods of two nodes are similar to each other is used. Full descriptions of 

this measure and of the SaNGreeA algorithm are presented in [13]. Improving the 

SaNGreeA algorithm, Tassa and Cohen introduced a more efficient algorithm, 

namely sequential clustering algorithm, for creating k-anonymous clustered social 

network. Details about this new algorithm and a complete comparison in terms of 

both efficiency and utility with SaNGreeA can be found in [75]. Figure 12.10 

shows two three-anonymous clustered networks.  
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Fig. 12.10 A social network and two corresponding three-anonymous clustered social networks 

 

Differential privacy in social networks is a new research direction that extends 

the differential privacy for tabular data to networks. Differential privacy is based 

on a mathematical guarantee of privacy which states that anything that is learnable 

from a table T can also be learned from a table T’ which differs by only one record 

from table T [23]. Such a table T’ is called a neighboring table for T. In case of 

networks, the notion of vicinity or neighboring can be defined in terms of both 

edges and nodes. Based on this, two models were created, edge differential priva-

cy [33, 45, 46] that defines neighboring networks that differ by at most one edge, 

and nodes differential privacy [7, 47] in which neighboring networks differ by one 

vertex and its corresponding edges. Until 2014, all of this work was based on an 

interactive setting, which means that a trusted curator that has access to the origi-

nal network will receive queries from non-trusted users and will apply a differen-

tially private algorithm to provide the answer to users. Each user will have a pri-
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vacy budget that can be exhausted if too many queries are sent to the curator. Re-

cently, one practical solution for non-interactive network data publication was in-

troduced in [14]. This solution, called density-based exploration and reconstruc-

tion (DER) creates a sanitized network Gs from the original network G that 

satisfies -differential privacy for the privacy budget . In addition to differential 

privacy requirements, this models aims to provide privacy guarantee even for cor-

related data (the original differential privacy model assumes independent data) if 

the amount of correlation can be measured. Full details regarding this approach 

can be found in [14]. 

5 Challenges and Opportunities in Social Net-

works Privacy 

As already presented in the previous sections, there is not a universal solution to 

social network privacy, and there are many reasons for this. 

While in other domains such as healthcare or financial sectors there are privacy 

regulations that define an expectation of privacy, in the social networks privacy is 

not as well defined, being interpreted differently by various users and social net-

work sites owners. Common interpretations of privacy in social networks as well 

as regulations that protect individual’s privacy in this context are major challeng-

es that need to be addressed in the future. There are users that do not expect priva-

cy for any data they post on their social network; users that for minor financial 

benefits will voluntarily give up their private information; as well as users that are 

very privacy aware. To create a common view of privacy is a challenging task that 
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needs to be solved from a sociological perspective. Related challenges include us-

ers’ awareness of privacy issues and difficulty to create useful privacy legislation 

in an online medium where users “voluntarily” provide sensitive information.  

To that end, privacy in social networks requires a clear and near universal defi-

nition that can be updated through time. We need a standard model (perhaps simi-

lar to the Open System Interconnection (OSI) Reference model) for privacy in so-

cial networks. This model will address questions regarding the minimum 

acceptable requirements for a social network to be considered safe. This will be in 

terms of privacy dealing with each layer that contains or transports private infor-

mation. It will require research into what today’s social media consumers want as 

well as legislative aspects associated with privacy. Research should also address 

which predefined relationships for users of social networks bearing various priva-

cy settings (e.g., just like those currently in existence on Facebook) should be en-

couraged to exist in social networking services by default. In addition, another im-

portant research issue is: should users have the power of customize relationships 

associations and their respective privacy settings and what is the degree of effec-

tiveness for doing so? The literature indicates that people have a tendency to share 

private information even when they express privacy concerns [72]. Research 

needs to address whether user-based privacy customization is effective at protect-

ing individual privacy. 

There are also many technical challenges in social network privacy that provide 

opportunity for future research.  
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Balancing privacy and data utility remains an important challenge in this field. 

While much work has been done with respect to this problem, we still do not 

know how to share private data while protecting privacy and ensuring sufficient 

data utility in the shared data. The trade-off between utility and privacy was intro-

duced in the form of the R–U confidentiality map [22]. Such a map is a set of val-

ues, R and U, of disclosure risk and data utility that correspond to various strate-

gies for releasing the data. An example of such a map is shown in Fig. 12.11. Most 

of the work to release anonymized social networks is based on maximizing data 

utility while maintaining the disclosure risk under a given threshold. This tech-

nique, also known as privacy-based approach, corresponds to the RU map shown 

in Fig. 12.11.   

 

 

Fig. 12.11 An R–U confidentiality map 

 

Social network anonymization still provides an imperfect solution. The availa-

bility of data from various sources makes anonymization  more and more chal-
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utility remains a challenge in data privacy. The new paradigm of differential dis-

closure is promising but it requires better solutions that preserve network data util-

ity to a satisfactory level. New solutions are needed for releasing data that are both 

confidential and preserve data utility.   

Social networks are dynamic and protecting the individuals in this context is 

very challenging. Existing methods do not perform well with multiple releases of 

the data, because the data evolves in time and releasing just one version of the data 

is not acceptable in many practical problems. While there is some preliminary 

work in this area [78] more research is needed. 

The advent of Big Data represents a privacy challenge as well. Businesses are 

able to use Big Data to learn more about their employees, increase productivity, 

and reduce cost. However, in these processes, the privacy of individuals is at high 

risk due to the high level of monitoring. Balancing how to use Big Data while pre-

serving the privacy of individuals is a difficult problem that requires future re-

search. Related to Big Data, the increasing use of technology generate more indi-

vidual data. For instance, the use of wearable devices such as heart rate monitors 

or exercise devices and online activity (social networks, online searches, blogs) 

creates a continuous flux of data. To add to that, advances in Big Data analytics 

and other fields will likely reveal new trends and patterns about individuals. For 

instance, the likelihood of specific diseases such as Alzheimer may be computed 

in the near future based on genetic screening and other factors. Such developments 

will also create more privacy challenges.  
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The richness of information embedded in social networks creates major privacy 

challenges. A social network contains a variety of data in addition to its network 

structure. For instance geolocation data can be included as part of the profile, mul-

timedia files may also contain sensitive information that is hard to detect without 

human intervention. How to protect individuals’ privacy in this environment is ex-

tremely challenging and future research needs to address this problem. 

An important opportunity that exists in this area is to the creation of privacy 

software tools. We envision two types of software tools that have the potential to 

increase the awareness of privacy issues and to make privacy more user friendly. 

In the first category of such tools, the social network users should automatically 

set their privacy preferences in a variety of social network sites. These tools have 

the potential to improve the social privacy component illustrated in Fig. 12.3. A 

second category of tools, used by social network owners, will aim to create anon-

ymized social networks based on specified parameters. While prototypes of such 

tools exist for specific anonymization models, there are no tools that allow selec-

tion of the desired anonymity model and that are easy to use. Creating such priva-

cy software tools will contribute to automating institutional privacy and in particu-

lar the network privacy component (see Fig. 12.3).  

Finally, privacy needs to be connected with deception literature and deception 

detection and prevention research. Protecting one’s privacy involves safeguarding 

software as much as safeguarding people from people. Social engineering has be-

come prevalent through social networking sites [28], so privacy should not be ex-

amined disconnected from deception. Deception detection algorithms can contrib-
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ute to helping maintain one’s privacy by eliminating the potential for identity theft 

and consequences arising from that theft. Educating developers and designers as 

well as users about privacy also means educating them about deception. These two 

terms are linked. It is as necessary that we explore new research directions as that 

we update technical procedures that govern the development of social networking 

services. 
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